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Abstract

We propose and analyse in this paper a criterion for Strachey parametricity, which is satisfied in particular by system F with its usual equality rules. The criterion is based on a simple restriction of the dinaturality diagram.

Game semantics is used as an illustration of this criterion, providing both a parametric model and a non-parametric one. But it is also as a tool to explain how the criterion copes with second-order quantification, and to characterise dinaturality as a local property.

We also see some limitations of the criterion, due to the requirement of totality we impose on strategies.

1 Introduction

1.1 Polymorphism and Strachey parametricity

In a given programming language, polymorphism is the possibility for the same algorithm to have many different types. This can take many flavours, but here we will be interested by the case where these types can be quantified: a term \( t \) of type \( \forall X.A \) is such that, for any type \( B \), \( t \) has the type \( A[B/X] \), or generates a term of this type. We commonly see this type \( B \) as an input: the environment provides \( B \), and it results in the term of type \( A[B/X] \) generated from \( t \).

Polymorphism appears mainly in two distinct forms\(^1\):

- **ad-hoc polymorphism**, where a term of type \( \forall X.A \) will behave differently depending on the type \( B \) given as input

- **parametric polymorphism**, where the behaviour for all possible inputs \( B \) is given by the behaviour for an input \( X \), the “parameter”.

This distinction was first made by Christopher Strachey [Str00], who coined the terminology. Note that Strachey did not give a very precise statement of what parametric polymorphism is. One should have in mind that for a parametric term \( t \) of type \( \forall X.A \), the input given for \( X \) is a *black box*, which can be used in the term but not looked inside. This notion will be referred to as **(intuitive) Strachey parametricity**.

We will see below some examples of parametric and non-parametric terms. But this notion is still intuitive, and our our goal in this article is to formulate and discuss a precise definition of

\(^1\)Subtyping could be added to this list, but in the present article it will be considered as a case of ad hoc polymorphism.
Strachey parametricity. What we want then is a criterion, that would allow to discriminate between syntaxes that are intuitively Strachey parametric and those which are not.

In fact the question of parametricity is not only relevant for syntax: it can also apply to mathematical models. Indeed, if we have a model of a calculus with polymorphic types, one may ask if, intuitively, the behaviour of a term of type $\forall X.A$ will depend on the input given for $X$. Again this is still an intuitive notion that we want to characterise by a precise property. Fortunately, as the extension of a syntax can be seen in general as a model of that syntax, we will use the same criterion to characterise Strachey parametricity for both syntaxes and models which extends, or interpret, Church-style system $F$.

1.2 Strachey parametricity and system $F$

System $F$, invented independently by Reynolds [Rey74] and Girard [Gir72], is a prototype of a programming languages with polymorphic types. It essentially exists in two flavours:

- **Church-style** system $F$, where terms contain implicit type indications
- **Curry-style** system $F$, in which there are no explicit types appearing in the terms, so that the grammar of terms is just $\lambda$-calculus.

In this article we will focus mainly on Church-style system $F$, but the ideas we develop can successfully be applied to Curry-style system $F$.

Church style system $F$ is the natural extension of the Curry-Howard correspondence to second-order logic. Its grammar of terms has the same constructors as the $\lambda$-calculus, plus two new operations: $t \mapsto \Lambda X.t$ and $t \mapsto t\{B\}$ where $B$ is any type. They correspond respectively to the introduction and elimination of the universal quantifier in logic. The rules of system $F$ are described on Fig. 1, where $X \notin FTV(t)$ (or $x \notin FV(t)$, or $X \notin FTV(\Gamma)$) means that $X$ (or $x$) does not appear freely in $t$ (or in $\Gamma$).

Church-style system $F$ is then the perfect prototype of a parametric language: indeed, the axiom for introducing the quantifier exactly expresses that the input type has to be a parameter (a fresh variable in this case). And a term cannot look “inside” the parameter to adapt his behaviour. Consequently, it is essential that the criterion of parametricity that we will define is satisfied by the terms of system $F$. As we shall see, it is a requirement that usual formalisations of parametricity do not meet, which explains the motivation for this paper.

To understand parametricity better, one can also ask what a non-parametric term would be. The basic example of ad-hoc polymorphism being overloading, our example will come from this idea: let us suppose that we have a language (possibly extending system $F$), with an ML-like syntax, where the following term can be written:

```
let PLUS (x,y:X) = match X with
  | int -> x+y
  | float -> x+.y
  | list -> x@y
  | _  -> x
```
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Grammars:

\[
A ::= \quad X \mid \bot \mid A \rightarrow A \mid A \times A \mid \forall X.A
\]
\[
t ::= \quad x \mid \lambda x^A.t \mid (tt) \mid \langle t, t \rangle \mid \pi_1(t) \mid \pi_2(t) \mid \Lambda X.t \mid t\{A\}
\]

Typing rules:

\[
\frac{\Gamma, x : A \vdash t : B}{\Gamma \vdash \lambda x^A.t : A \rightarrow B} (\rightarrow I)
\]

\[
\frac{\Gamma \vdash t : A \rightarrow B \quad \Gamma \vdash u : A}{\Gamma \vdash t \circ u : B} (\rightarrow E)
\]

\[
\frac{\Gamma \vdash t : A \quad \Gamma \vdash u : B}{\Gamma \vdash \langle t, u \rangle : A \times B} (\times I)
\]

\[
\frac{\Gamma \vdash t : A \times B \quad \Gamma \vdash \pi_1(t) : A}{\Gamma \vdash \Lambda X.t : \forall X.A} (\forall I) \text{ if } X \notin \text{FTV}(\Gamma)
\]

\[
\frac{\Gamma \vdash t : \forall X.A \quad \Gamma \vdash \{B\} : A[B/X]}{\Gamma \vdash t[B] : \forall X.A} (\forall E)
\]

Equalities:

\[
(\lambda x^A.t)u \quad = \quad t[u/x] \quad (\beta)
\]
\[
\lambda x^A.x \quad = \quad t \quad \text{if } x \notin \text{FV}(t) \quad (\eta)
\]
\[
\pi_1(\langle u, v \rangle) \quad = \quad u \quad (\pi_1)
\]
\[
\pi_2(\langle u, v \rangle) \quad = \quad v \quad (\pi_2)
\]
\[
\langle \pi_1(u), \pi_2(u) \rangle \quad = \quad u \quad (\times)
\]
\[
(\Lambda X.t)\{B\} \quad = \quad t[B/X] \quad (\beta 2)
\]
\[
\Lambda X.t\{X\} \quad = \quad t \quad \text{if } X \notin \text{FTV}(t) \quad (\eta 2)
\]

Figure 1: Church-style system F

where + is the addition for integers, \(\cdot\) the addition for floats and \(\oplus\) the concatenation of lists. This term if of type \(X \times X \rightarrow X\) for any \(X\), so it generates a term of type \(\forall X. X \times X \rightarrow X\), which will of course not be parametric: the behaviour will depend on the value given for \(X\). Hence, we want our criterion to be able to discriminate this kind of bad behaviour.
1.3 Relational parametricity

Probably the most well-known formalisation of parametricity is the notion of relational parametricity introduced by Reynolds [Rey83]. It originally came from a semantic study of second-order quantification, in the model PER of partial equivalence relations. Then followed a syntactic formalisation of Reynolds’ ideas, first by Abadi, Cardelli and Curien [ACC93] and then by Plotkin and Abadi [PA93].

In the latter case, the notion of parametricity is defined by a logic of terms, types and relations between types (with system F being part of this logic), and by adding an axiom called parametricity schema:

\[ \forall u : (\forall X.A[\{X\}]).\forall Y Z.\forall R \subseteq Y \times Z. u\{Y\} A[\{R\}] u\{Z\} \]

This means the following: if two types \( Y \) and \( Z \) are related by \( R \) and \( u \) is of type \( \forall X.A[\{X\}] \), then \( u\{Y\} \) and \( u\{Z\} \) are related by \( A[\{R\}] \). The latter relation may be an equality: this means that the equality of relational parametricity will be stronger than equality for system F.

There is a huge literature with many results on relational parametricity. In fact the term “parametricity” often refers directly to this particular formalisation of parametricity. That is why we chose to use the term Strachey parametricity for our criterion, to distinguish it from the more usual relational parametricity.

One great strength of relational parametricity is that it provides many nice structural features: for example, in a relational parametric model we have the following (as proved in [BFSS90]):

- \( \forall X.X \rightarrow X \) is a terminal object
- \( \forall X.(A \rightarrow B \rightarrow X) \rightarrow X \) is a product of \( A \) and \( B \)
- \( \forall X.X \) is an initial object
- \( \forall X.(A \rightarrow X) \rightarrow (B \rightarrow X) \rightarrow X \) is a coproduct of \( A \) and \( B \).

These properties are only weakly true (weak terminal object, weak product, etc.) if we do not require relational parametricity.

Another positive point of the relational setting is that it can be used as a tool to prove properties on system F: the so-called “theorems for free” of Wadler [Wad89], as well as results on the observational behaviour of system F.

However, relational parametricity is not true for the Church-style system F! This is easy to see: for example, the type \( \forall X.X \) is not initial in the syntactic category, as there are at least two distinct morphisms from \( \forall X.X \) to Bool:

\[ \lambda x^{\forall X.X}.true \quad \lambda x^{\forall X.X}.false \]

This is then a bad candidate for our criterion for Strachey parametricity: as we said before, system F being a prototype of a parametric language, a proposal characterisation of parametricity should be satisfied by this syntax.

But we stress the fact that it concerns only system F modulo the usual equalities given on Fig. 1. As far as observational behaviour is concerned, relational parametricity is definitely a meaningful and powerful notion.
1.4 Dinaturality

An alternative fruitful look at parametricity is given by the notion of dinaturality. The idea is the following: given a type \( A \) with one free variable \( X \), we would like to interpret \( A \) as a functor \( F_A \), which sends each type \( B \) to \( A[B/X] \) and each term \( t \) to an appropriate term. But it immediately appears that then \( F_A \) should be both covariant and contravariant: think about the type \( A = X \to X \), if we see it as a functor it should be covariant on the right hand variable (\( t \mapsto (X \to t) \) is covariant) and contravariant on the left hand variable (\( t \mapsto (t \to X) \) is contravariant). So, one better solution is to ask the functor to take the form

\[
F_A : \mathcal{C}^{\text{op}} \times \mathcal{C} \to \mathcal{C}
\]

where \( \mathcal{C} \) is the category we want to work with. We note \( F_A[x, y] \) the application of this functor to \( x \) and \( y \) (which can be objects or morphisms in \( \mathcal{C} \)).

What are then the morphisms between two of these functors? The most obvious answer is to extend the notion of natural transformation, giving rise to dinatural transformations:

**Definition 1 (dinatural transformation)** Let \( \mathcal{C} \) be a category and \( F, G : \mathcal{C}^{\text{op}} \times \mathcal{C} \to \mathcal{C} \) two functors, a **dinatural transformation** from \( F \) to \( G \), denoted \( f : F \to G \), is a family \( \{ f_A : F(A) \to G(A) \} \) of morphisms in \( \mathcal{C} \) such that:

\[
\begin{array}{c}
A[B, B] \xrightarrow{f_B} G[B, B] \\
A[B, g] \xrightarrow{g} G[B, g] \\
A[C, B] \xrightarrow{f_C} G[C, C] \\
A[C, g] \xrightarrow{g} G[C, C] \\
A[g, B] \xrightarrow{A[g, B]} G[g, B] \\
A[C, g] \xrightarrow{A[C, g]} G[C, C]
\end{array}
\]

for every morphism \( g : B \to C \).

Note that we do not obtain a category with functors \( F : \mathcal{C}^{\text{op}} \times \mathcal{C} \to \mathcal{C} \) as objects and dinatural transformations as morphisms, because dinatural transformations do not compose in general.

Dinaturality has been proposed as a setting for parametricity in [BFSS90, FGSS88]. In particular it has been connected with the PER model, with the resulting structural consequences listed in section 1.3. Furthermore, many “theorems for free” can be recovered as dinaturality properties, as shown in [GSS92].

But the dinaturality property is wrong in the case of Church-style (or even Curry-style) system \( F \): in section 2.5 we will see what it precisely means, and why it is wrong. So it is not a good candidate either for our notion of Strachey parametricity.

However, it was proven in [GSS92] that the dinaturality diagram is commutative if we consider a language with only simple types, that is, without second-order quantification. Our proposal in the present paper is simply to turn this into our criterion, even in the case where second order appears in the calculus:

\[
\text{Strachey parametricity} = \text{dinaturality on simple types}
\]
There is something strange about this criterion: it put some constrains on simple types only, whereas our intuitive notion of Strachey parametricity is about the behaviour of the second order quantification. An important part of our work in the paper will be devoted to explain why this condition is nevertheless strong enough to ensure a parametric behaviour in a syntax, or in a model.

This condition is in fact rather strong, and we will see in section 5. So it might be seen in general as a sufficient but not necessary condition for parametricity. However, it has the important advantage, when compared to other known characterisations, to be true in the most standard case of Strachey parametricity, namely system F.

1.5 Content of the paper

As dinaturality was also proposed as a setting for parametricity, our tentative criterion is not a very original choice. But the point of the paper is to show how such a criterion can discriminate models that are intuitively parametric or not parametric, in particular with game models. Moreover, game models will provide a deep understanding of the property of dinaturality, by interpreting it as a local condition.

Thus, the contributions of the paper are the following:

(i) claim that dinaturality on simple types is a criterion for Strachey parametricity, and formalise this criterion in any hyperdoctrine (section 2)

(ii) use game models to explain how dinaturality on simple types is related to intuitive parametricity: cf. sections 3.3 and 3.6

(iii) provide two examples of game models (in sections 3 and 4), and prove that one of them satisfies the criterion whereas the other does not

(iv) interpret dinaturality as a local property in games, which allows to see in which case it will be true and in which case it will not: see section 3.5

(v) study the problem of totality and finiteness, and their equivalent in syntax: without these properties, the dinaturality property will fail in general; this will be discussed in section 5.

2 Criterion for Strachey parametricity

In this section we propose a formal criterion to decide whether a model of system F is Strachey parametric or not. This criterion will be justified in the next sections through a study of the game models.

The definition of the criterion may look a bit formal at first sight. This formalisation should not be taken too seriously: it just expresses the idea that Strachey parametricity is dinaturality for simple types, in such a way that asking for this property will make sense in any hyperdoctrine.

2.1 Hyperdoctrine

We first recall the definition of an hyperdoctrine, in which we will define our criterion. This categorical notion, introduced by Lawvere [Law70] was used by Seely [See87] and Pitts [Pit88] to give a categorical interpretation of system F. As any model of system F can be seen as an
hyperdoctrine, defining our criterion for hyperdoctrines will be the same as defining it for any model.

In what follows, $\text{CCC}$ stands for the category of cartesian closed categories and strict functors. Also, given a cartesian category $\mathcal{C}$, and morphisms $f_i : A \to A_i$ for $1 \leq i \leq n$ in $\mathcal{C}$, we note $(f_1, \ldots, f_n)$ the morphism from $A$ to $A_1 \times \cdots \times A_n$ generated by the cartesian structure.

**Definition 2 (hyperdoctrine)** An hyperdoctrine $\mathcal{H}$ is specified by:

(i) a cartesian category $\mathcal{H}$ with a distinguished object $U$ such that for every object $I$ in $\mathcal{H}$ there exists $n \in \mathbb{N}$ such that $I = U^n$; we denote $\pi_i^n : U^n \to U$ the projection on the $i$th component, and $\pi_{U^n} = (\pi_{n+1}^1, \ldots, \pi_{n+1}^n) : U^{n+1} \to U^n$

(ii) a functor $H : \mathcal{H}^{\text{op}} \to \text{CCC}$ such that if we compose $H$ with the forgetful functor $\text{Set} : \text{CCC} \to \text{Set}$ we obtain the functor $H(−, U)$

(iii) for each $I$ object in $\mathcal{H}$, a functor $\Pi_I : H(I \times U) \to H(I)$ such that :

- $\Pi_I$ is right adjoint to the functor $H(\pi_I) : H(I) \to H(I \times U)$
- $\Pi_I$ is natural in $I$: for any $A : I \to J$, $H(A) \circ \Pi_J = \Pi_I \circ H(A \times id_U)$
- for any $A : I \to J$, for any object $B$ of $H(J \times U)$, the morphism from $(H(A) \circ \Pi_J)(B)$ to $(\Pi_I \circ H(A \times id_U))(B)$ generated by the adjunction is the identity.

One could also consider a more general setting by forgetting the condition (iii). The definitions below would still hold in this case, and it would correspond to a syntax where we do not necessarily have a quantification, but still many atomic types.

For what follows, we will consider that any hyperdoctrine $\mathcal{H}$ comes with its base category $\mathbb{H}$ and the functor $H : \mathbb{H}^{\text{op}} \to \text{CCC}$. The morphisms in $\mathbb{H}$ will often be written in bold letters, as they will be considered as tuples (a morphism $\mathbf{A} : U^n \to U^p$ can be seen as a $p$-uple of morphisms $A_i : U^n \to U$).

### 2.2 Multivariance

An important notion for defining our criterion will be that of a multivariance. The idea is the same as what was exposed in section 1.4: we want to have functors of the form

$$F_A : C^{\text{op}} \times C \to C$$

and we want to have them for many (not necessarily all) values of $A$.

We define the category $\text{Cat}$ as follows:

- objects are categories
- a morphism from $\mathcal{C}$ to $\mathcal{D}$ is a functor $F : C^{\text{op}} \times C \to D$, and we will denote the application of this functor by $F[x, y]$ where $x$ (resp. $y$) is either an object or a morphism in $\mathcal{C}$ (resp. in $C^{\text{op}}$)
- the composition of $F : C^{\text{op}} \times C \to D$ and $G : D^{\text{op}} \times D \to E$ is given by

$$\langle G \circ F \rangle[x, y] = G[F[y, x], F[x, y]]$$
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• the identity $I_C : \mathcal{C}^{op} \times \mathcal{C} \to \mathcal{C}$ is given by
\[ I_C[x, y] = y \]

Note that it is a cartesian category, with the same binary product as in $\mathbf{Cat}$.

**Definition 3 (multivariance)** A **multivariance** in an hyperdoctrine $\mathcal{H}$ is given by a strict cartesian functor $\mathcal{V}^I : \mathcal{H} \to \mathbf{Cat}$ for each $I$ object in $\mathcal{H}$, satisfying the following properties:

- $\mathcal{V}^I(U^n) = H(I)^n$
- for $A : J \to K$ and $B : I \to J$ in $\mathcal{H}$ we have
  \[ \mathcal{V}^I(A)[B, B] = H(B)(A) \]

The second requirement of this definition does not look properly typed at first sight: if $B$ is a morphism in $\mathcal{H}$, we should not be able to apply $\mathcal{V}^I(A)$ to it. But one has to remember the equality
\[ \mathcal{V} \circ H = \mathcal{H}(-, U) \]

If we consider $B : I \to J$, we have $J = U^n$ for some $n$, so $B = (B_1, \ldots, B_n)$ with $B_i : I \to U$. Thus, each $B_i$ can be seen as an object in $H(I)$, and $B$ as an object in $H(I)^n$, so that $\mathcal{V}^I(A)[B, B]$ is well defined as an object in $H(I)^p$ if $K = U^p$.

It will not be always possible to define a multivariance in a given hyperdoctrine. So we allow the possibility of defining it only for a particular subcategory:

**Definition 4 (restricted multivariance)** In an hyperdoctrine $\mathcal{H}$, if $\mathcal{K}$ is a cartesian subcategory of $\mathcal{H}$, then a **multivariance restricted to** $\mathcal{K}$ is given by a strict cartesian functor $\mathcal{V}^I : \mathcal{K} \to \mathbf{Cat}$ for each $I$ object in $\mathcal{H}$, with the properties:

- $\mathcal{V}^I(U^n) = H(I)^n$
- for $A : J \to K$ in $\mathcal{K}$ and $B : I \to J$ in $\mathcal{H}$ we have
  \[ \mathcal{V}^I(A)[B, B] = H(B)(A) \]

### 2.3 Dinaturality

Given $A = \langle A_1, \ldots, A_p \rangle : U^n \to U^p$ and $Z = \langle Z_1, \ldots, Z_p \rangle : U^n \to U^p$ in $\mathcal{K}$, a morphism from $A_1 \times \cdots \times A_p$ to $Z_1 \times \cdots \times Z_p$ in $H(U^n)^p$ will take the form $f = (f_1, \ldots, f_p)$ with $f_i : A_i \to Z_i$. In this case, we simply note $f : A \to Z$. We also note $H(B)(A) = H(B)(A_1) \times \cdots \times H(B)(A_p)$ and $H(B)(f) = (H(B)(f_1), \ldots, H(B)(f_p))$ for $B : U^k \to U^n$. Finally, we will note $\mathcal{V}^I(A)[B, g]$ (resp. $\mathcal{V}^I(A)[g, B]$) for $\mathcal{V}^I(A)[idB, g]$ (resp. $\mathcal{V}^I(A)[g, idB]$).
Definition 5 (dinaturality) In an hyperdoctrine $\mathcal{H}$, let $\mathbb{K}$ be a cartesian subcategory of $\mathcal{H}$ and $(\forall^I : \mathbb{K} \to \mathcal{Cat})$ a multivariance restricted to $\mathbb{K}$.

We say that the multivariance $(\forall^I)$ is dinatural if, for every $A, Z : J \to K$ in $\mathbb{K}$ and $f : A \to Z$, and given $B, C : J \to I$ and $g : B \to C$, the following diagram commutes:

\[
\begin{array}{cccc}
H(B)(A) & \xrightarrow{H(B)(f)} & H(B)(Z) \\
\downarrow \forall^I(A)[g, B] & & \downarrow \forall^I(Z)[B, g] \\
\forall^I(A)[C, B] & \xrightarrow{\forall^I(Z)[C, g]} & \forall^I(Z)[B, C] \\
\downarrow H(C)(A) & & \downarrow H(C)(Z) \\
\forall^I(C)[g, C] & \xrightarrow{\forall^I(Z)[g, C]} & \forall^I(Z)[B, C]
\end{array}
\]

It is easier to understand this diagram with more standard notations: if we note $H(B)(x) = x[B]$ and $\forall^I(A)[x, y] = A[x, y]$, and use the equality $\forall^I(A)[B, B] = H(B)(A)$, we obtain:

\[
\begin{array}{cccc}
\downarrow A[g, B] & & \downarrow Z[B, g] \\
A[C, B] & \xrightarrow{\pi_i} & Z[B, C] \\
\downarrow A[C, g] & & \downarrow Z[g, C] \\
A[C, C] & \xrightarrow{\pi_i} & Z[C, C]
\end{array}
\]

which is the usual dinaturality diagram. In general we will only prove this diagram for $A = (A_1)$ and $f = f_1$. Thanks to the properties of the cartesian product it will imply that the diagram is true in the general case.

2.4 Simple objects and Strachey parametricity

There is not always a multivariance in a hyperdoctrine, so dinaturality cannot be stated in general. However, a restricted multivariance exists for objects that correspond to simple types in syntax, and that we just call simple objects.

Because of the equality $\forall^I \circ H = \mathcal{H}(-, U)$, each projection $\pi^n_i : U^n \to U$ can be seen as an object in $H(U^n)$. This gives sense to the following definition:

Definition 6 (simple objects) Given an hyperdoctrine $\mathcal{H}$, the simple objects in $H(I)$, with $I = U^n$, are the objects of $H(I)$ generated by $\pi^n_i$ for $1 \leq i \leq n$, the product and the exponentiation.

The category of simple objects of $\mathcal{H}$ is the subcategory of $\mathcal{H}$, full on objects, whose morphisms from $U^n$ to $U^p$ are $(A_1, \ldots, A_p)$ where each $A_i$ is a simple object in $H(U^n)$.

Proposition 1 In any hyperdoctrine $\mathcal{H}$, there exists a multivariance restricted to the simple objects of $\mathcal{H}$, called the standard multivariance on simple objects.
Proof: Let $\mathbb{K}$ be the category of simple objects of $\mathcal{H}$. For any object $I$ in $\mathbb{H}$, we define the multivariance $\mathcal{V}^I : \mathbb{K} \to \mathbf{Cat}$ as follows:

- if $A : U^n \to U$ is a simple object, then we proceed by induction:
  
  $$\mathcal{V}^I(\pi^n_i)[x, y] = y_i$$
  $$\mathcal{V}^I(A \times B)[x, y] = \mathcal{V}^I(A)[x, y] \times \mathcal{V}^I(B)[x, y]$$
  $$\mathcal{V}^I(A \to B)[x, y] = \mathcal{V}^I(A)[y, x] \to \mathcal{V}^I(B)[x, y]$$

  where $x, y$ are either objects or morphisms in $H(I)^n$, and $y_i$ is obtained by applying to $y$ the projection on the $i$th component

- if $A = \langle A_1, \ldots, A_p \rangle : U^n \to U^p$ with $A_1, \ldots, A_p$ simple objects, then
  
  $$\mathcal{V}^I(A) = \langle \mathcal{V}^I(A_1), \ldots, \mathcal{V}^I(A_p) \rangle$$

  Note that there is not much choice in the way that $\mathcal{V}^I$ is defined: if, for example, we could not set
  
  $$\mathcal{V}^I(A \to B)[x, y] = \mathcal{V}^I(A)[x, y] \to \mathcal{V}^I(B)[x, y]$$

  because the functor $(A, B) \mapsto (A \to B)$ is contravariant in $A$, so it has to switch the positions of $x$ and $y$. □

Thanks to this multivariance, we are finally able to define our criterion for Strachey parametricity:

**Definition 7 (Strachey parametricity)** The hyperdoctrine $\mathcal{H}$ is called Strachey parametric if the standard multivariance on simple objects is dinatural.

### 2.5 The case of system F

To understand our definition of Strachey parametricity, let us see what happens in the case of the syntactic hyperdoctrine of system F.

First we describe this hyperdoctrine: the base category $\mathbb{H}$ has as objects natural numbers, and a morphism from $n$ to $m$ is an $m$-uple of second order types $\langle A_1, \ldots, A_m \rangle$ whose free type variables are among $X_1, \ldots, X_n$. Composition in $\mathbb{H}$ is substitution: if $A = \langle A_1, \ldots, A_m \rangle : n \to m$ and $B = \langle B_1, \ldots, B_n \rangle : p \to n$ then $A \circ B = \langle A_1[B/X], \ldots, A_m[B/X] \rangle : p \to m$ where $A_i[B/X]$ stands for $A_i[B_1/X_1, \ldots, B_n/X_n]$.

The functor $H : \mathbb{H}^{op} \to \mathbf{CCC}$ is defined as follows:

- for each $n \in \mathbb{N}$, $H(n)$ has as objects second order types whose free type variables are among $X_1, \ldots, X_n$, and a morphism from $A$ to $B$ is a term $t$ whose free type variables are among $X_1, \ldots, X_n$ and such that $x : A \vdash t : B$, up to the equalities of the language (otherwise said, it is an equivalence class of such terms modulo the equalities)

- for each $A = \langle A_1, \ldots, A_m \rangle : n \to m$, $H(A)$ is the functor which associates to each type $B$ in $H(m)$ the type $B[A_1/X_1, \ldots, A_m/X_m]$ in $H(n)$.
Finally the functor $\Pi_n : H(n + 1) \to H(n)$ is defined by:

- $\Pi_n(A) = \forall X_{n+1}.A$
- if $\sigma$ is the equivalence class of the term $x : A \vdash t : B$ then $\Pi_n(\sigma)$ is the equivalence class of the term $y : \forall X_{n+1}.A \vdash \Lambda X_{n+1}.(t[y\{X_{n+1}\}/x]) : \forall X_{n+1}.B$

As well as system F is the paradigmatic example of a language satisfying Strachey parametricity, this syntactic hyperdoctrine has to be a paradigmatic example of a Strachey parametric hyperdoctrine. To understand why it is the case, let us define a multivariance in this hyperdoctrine as follows:

- for a given type $A : n \to 1$, we proceed by induction:
  
  $\forall^k(\bot)[x, y] = i_\bot(y)$
  
  $\forall^k(X_i)[x, y] = y_i$
  
  $\forall^k(A \times B)[x, y] = \forall^k(A)[x, y] \times \forall^k(B)[x, y]$
  
  $\forall^k(A \to B)[x, y] = \forall^k(A)[y, x] \to \forall^k(B)[x, y]$
  
  $\forall^k(\forall X_n.A)[x, y] = \Pi_n(\forall^k(A)[\langle x, X_n \rangle, \langle y, X_n \rangle])$

where $x, y$ are $n$-uples of either types or (equivalence classes of) terms$^2$ in $H(n)$, $i_\bot(y)$ is either $\bot$ if $y$ is a tuple of $\bot$s, or $id_i$ if $y$ is a tuple of terms, $y_i$ is the $i$th component of $y$, and $\langle x, X_n \rangle$ is the $n$-uple whose $n-1$ component are the same as in $x$ and the last component is $X_n$.

- if $A = \langle A_1, \ldots, A_p \rangle : n \to p$, then
  
  $\forall^k(A) = \langle \forall^k(A_1), \ldots, \forall^k(A_p) \rangle$

This can be stated more simply by saying that $\forall^k(A)[x, y]$ is the same as $A$ except that every positive occurrence of $X_i$ has been replaced by $y_i$, and every negative occurrence of $X_i$ has been replaced by $x_i$; again, we note it $A[x, y]$. This multivariance, that we call second order multivariance, obviously extends the standard multivariance of the hyperdoctrine. So if we can prove that the second order multivariance is dinatural then we are done.

But the interesting point is that it is precisely not true: in system F, the dinaturality diagram is not commutative in general! To see that, simply consider the types $A = \forall Y.Y$ and $Z = X_1$, and the term $t = x\{X_1\}$ such that $x : A \vdash t : Z$. Then the dinaturality diagram would write

$\forall Y.Y \xrightarrow{t[B/X_1]} B$

$\forall Y.Y \xrightarrow{t[C/X_1]} C$
for any \( g : B \rightarrow C \), which would imply that \( g(x\{B\}) = x\{C\} \). And this is of course wrong in general for (Church-style, or even Curry-style) system F. Note that on this example it is easy to understand why dinaturality would become true in the case of Reynolds parametric interpretation: in that case, \( g(x\{B\}) = x\{C\} : (\forall Y.Y) \rightarrow C \) because \( \forall Y.Y \) is initial\(^3\).

So, to prove that our syntactic hyperdoctrine is Strachey parametric, the solution is to show that the restriction of the multivariance to simple objects is dinatural. This is in fact the origin of our formal definition of Strachey parametricity: as dinaturality is a satisfying property but is not true for all second order types in system F, we restrict it to the cases where it is true. As we shall see with the game model, imposing this property just for simple objects will in fact generate big constraints on the behaviour of the second order quantifier.

In the case of our syntactic category, simple objects are exactly simple types, i.e. types generated by the types variables \( X_i \) for \( i \in \mathbb{N} \) and the connectors \( \times, \rightarrow \). So the property of dinaturality is expressed by the following diagram:

\[
\begin{array}{c}
A[B, B] \xrightarrow{t[B]} Z[B, B] \\
\downarrow \downarrow \uparrow \uparrow \uparrow \uparrow \uparrow \uparrow \uparrow \\
A[C, B] \xleftarrow{t[C]} Z[C, C] \\
\downarrow \downarrow \uparrow \uparrow \uparrow \uparrow \uparrow \uparrow \uparrow \\
A[C, C] \xrightarrow{t[C]} Z[C, C]
\end{array}
\]

where \( A, Z \) are simple types with free variables among \( X_1, \ldots X_n \), \( t \) is a term such that \( x : A \vdash t : Z \), \( B = \langle B_1, \ldots B_n \rangle \) and \( C = \langle C_1, \ldots C_n \rangle \) are \( n \)-uples of types, \( g = (g_1, \ldots, g_n) \) is a \( n \)-uple of terms such that \( x : B_i \vdash g_i : C_i \), and \( t[B] \) stands for \( t[B_1/A_1, \ldots, B_n/A_n] \) (and similarly for \( t[C] \)).

This property has been proved in [GSS92] (although with a slightly different formulation). We shall see later an interpretation through games that leads to the same result.

We can now conclude, as we originally wanted, that the syntactic category for system F is Strachey parametric. This is a formalised way to express the fact that system F satisfies the intuitive notion of Strachey parametricity. As far as we know, it is the first proposal for a parametricity criterion which holds for system F.

Finally, we shall see through an example how our criterion allows to discriminate non-parametric syntaxes. Imagine that, in a given language, we are given the term PLUS we introduced before:

```plaintext
let PLUS (x,y:X) = match X with
    | int -> x+y
    | float -> x+.y
    | list -> x@y
    | _ -> x
```

\(^3\)This can also be understood in terms of observational behaviour of system F: if we consider the equality up to observational behaviour, then \( g(x\{B\}) \) and \( x\{C\} \) have to be equal because they cannot be applied to any term.
If we choose the function $S : \text{int} \to \text{list}$ which associate to an integer $n$ the singleton list $[n]$, then dinaturality would give us the following diagram:

![Diagram](attachment:diagram.png)

But if we take the pair $(2,3)$ as input, then the upper side will output the list $[5]$ whereas the lower side will output the list $[2;3]$, which makes the diagram not commutative. This means that the language, no matter how it is defined exactly, will not be Strachey parametric. Thus, our criterion is able to distinguish between parametric (P) and non-parametric (NP) syntaxes. How does this distinction work for semantics? We shall now see it through two game models.

3 The uniform game model

The criterion for Strachey parametricity we have introduced still has to be justified. Indeed, it is a rather strange condition, as it constrains the behaviour of simply-typed terms whereas, intuitively, Strachey parametricity is about second order quantification. To understand why the criterion is accurate, we will see two examples of semantics, both using games.

The first setting in which we will develop our formalisation of Strachey parametricity is the game model for system F as it was developed in [dL08a] and [dL07]. Many ideas of the model come from previous works by Hughes [Hug00], Murawski-Ong [MO01] and Abramsky-Jagadesaan [AJ03].

As we shall see, in this model, the interpretation of simple types, which is dinatural, will constrain the morphisms of the model to satisfy a condition of uniformity, which is a straightforward translation of the intuitive notion of Strachey parametricity we gave in the introduction. This will give us a first link between our criterion and the intuitive notion of parametricity.

The presentation of the model requires many definitions and properties to check. We will give all the definitions but be rather elliptic concerning the proofs, as long as they are not central to our problem; complete proofs can be found in [dL07].

3.1 Arenas

In both the uniform and non-uniform game model, types will be interpreted as arenas. It would be possible to work directly on formulas, but we want to keep a setting closer to usual HO-games [HO00]. This will give us in particular a closer relationship between arenas and moves on these arenas.

We define the following grammar of occurrences:

$$a ::= \uparrow a \mid \downarrow a \mid ra \mid la \mid *a \mid j \quad (j \in \mathbb{N})$$

The set of all occurrences is denoted $A$.

\footnote{Which proves that $P \neq NP$. Doesn’t it?}
It is important to understand the relation between this grammar and the logic connectors: the symbols ↑ and ↓ correspond respectively to the right-side and the left-side of an arrow, the symbols r and l correspond respectively to the right-side and the left-side of a product, the symbol ⋆ corresponds to a quantifier and the index j stands for a type variable (free if \( j \neq 0 \), bounded otherwise) or a unit atomic type (\( j = 0 \) in this case).

An occurrence \( a \in \mathcal{A} \) being a word on the above grammar, ended by an index \( j \in \mathbb{N} \), we note \( \sharp(a) \) the value of this index. We also define an operation of juxtaposition \( a[a'] \) between two occurrences as follows:

- \( j[a'] = a' \)
- \( (\alpha a)[a'] = \alpha(a[a']) \) for \( \alpha \in \{↑, ↓, r, l, ⋆\} \).

We say that \( a \) is a prefix of \( a' \) if there exists \( b \in \mathcal{A} \) such that \( a' = a[b] \). This is denoted \( a \sqsubseteq a' \).

Finally, we set \( \lambda(a) = O \) (resp. \( \lambda(a) = P \)) if \( a \) contains an even number (resp. an odd number) of symbols ↓.

**Definition 8 (arena)** An arena \( A = (\mathcal{O}_A, \mathcal{L}_A) \) is defined by a finite set \( \mathcal{O}_A \subseteq \mathcal{A} \) and a function of linkage \( \mathcal{L}_A : \mathcal{O}_A \to \mathcal{A} \cup \{\dagger\} \) satisfying the following conditions:

- \( \mathcal{O}_A \) is non-ambiguous: \( \forall a, a' \in \mathcal{O}_A \), if \( a \sqsubseteq a' \) then \( a = a' \)
- \( \mathcal{L}_A \) is valid: for every \( a \in \mathcal{O}_A \), either \( \mathcal{L}_A(a) = \dagger \) or \( \mathcal{L}_A(a) = a'[⋆0] \sqsubseteq a \) for some \( a' \in \mathcal{A} \)
- \( \mathcal{L}_A \) is zero-valued: for every \( a \in \mathcal{O}_A \), if \( \sharp(a) \neq 0 \) then \( \mathcal{L}_A(a) = \dagger \).

The set of arenas is denoted \( \mathcal{A} \).

The idea behind this definition is that \( \mathcal{O}_A \) will represent the occurrences of type variables (or of unit atomic types) in a given type, and \( \mathcal{L}_A \) will be the binding function for second-order quantifiers.

We define the following constructions on arenas:

- **(atoms)** \( X_i = (\{i\}, i \mapsto \dagger) \) for every \( i > 0 \)  
- \( \bot = (\{0\}, 0 \mapsto \dagger) \)  
- \( \top = (\emptyset, \emptyset) \)

- **(product)** if \( A, B \in \mathcal{A} \), we define \( A \times B \) by:
  
  - \( \mathcal{O}_{A \times B} = \{la \mid a \in \mathcal{O}_A\} \cup \{rb \mid b \in \mathcal{O}_B\} \)
  
  - \( \mathcal{L}_{A \times B}(la) = \begin{cases} 
  \dagger & \text{if } \mathcal{L}_A(a) = \dagger \\
  \mathcal{L}_A(a) & \text{otherwise}
  \end{cases} \)
  
  - \( \mathcal{L}_{A \times B}(rb) = \begin{cases} 
  \dagger & \text{if } \mathcal{L}_B(b) = \dagger \\
  r \mathcal{L}_B(b) & \text{otherwise}
  \end{cases} \)

- **(arrow)** if \( A, B \in \mathcal{A} \), we define \( A \rightarrow B \) by:
  
  - \( \mathcal{O}_{A \rightarrow B} = \{↓ a \mid a \in \mathcal{O}_A\} \cup \{↑ b \mid b \in \mathcal{O}_B\} \)
  
  - \( \mathcal{L}_{A \rightarrow B}(↓ a) = \begin{cases} 
  \dagger & \text{if } \mathcal{L}_A(a) = \dagger \\
  ↓ \mathcal{L}_A(a) & \text{otherwise}
  \end{cases} \)
  
  - \( \mathcal{L}_{A \rightarrow B}(↑ b) = \begin{cases} 
  \dagger & \text{if } \mathcal{L}_B(b) = \dagger \\
  ↑ \mathcal{L}_B(b) & \text{otherwise}
  \end{cases} \)

- **(quantification)** if \( A \in \mathcal{A} \) and \( i > 0 \), we define \( \forall X_i.A \) by:
\[ O_{X_i,A} = \{ \star a \mid a \in O_A \land \neq i \} \cup \{ \star a[0] \mid a \in O_A \land i \} \]

\[ L_{X_i,A}(\star a) = \begin{cases} \dagger & \text{if } L_A(a) = \dagger \\ \star L_A(a) & \text{otherwise} \end{cases} \]

This gives rise to an inductive interpretation of formulas. We also define an operation of substitution on arenas:

**Definition 9 (substitution)** Let \( A, B \in A \) and \( i > 0 \). The substitution of \( B \) for \( X_i \) in \( A \) is the arena \( A[B/X_i] \) defined by:

\[ O_{A[B/X_i]} = \{ a \in O_A \mid \neq i \} \cup \{ a[b] \mid a \in O_A \land i \land b \in O_B \} \]

\[ L_{A[B/X_i]}(a) = L_A(a) \text{ and } L_{A[B/X_i]}(a[b]) = \begin{cases} \dagger & \text{if } L_B(b) = \dagger \\ a[L_B(b)] & \text{otherwise} \end{cases} \]

Another construction that will be of interest in our context is the double substitution, which will allow to define a multivariance in games:

**Definition 10 (double substitution)** Let \( A, B \in A \) and \( i > 0 \). The double substitution of \( X_i \) by \((B, C)\) in \( A \) is the arena \( A[(B, C)/X_i] \) defined by:

\[ O_{A[(B, C)/X_i]} = \{ a \in O_A \mid \neq i \} \]

\[ \cup \{ a[c] \mid a \in O_A \land i \land c \in O_C \} \]

\[ \cup \{ a[b] \mid a \in O_A \land i \land b \in O_B \} \]

\[ L_{A[(B, C)/X_i]}(a) = L_A(a) \]

\[ L_{A[(B, C)/X_i]}(a[c]) = \begin{cases} \dagger & \text{if } L_C(c) = \dagger \\ a[L_C(c)] & \text{otherwise} \end{cases} \]

\[ L_{A[(B, C)/X_i]}(a[b]) = \begin{cases} \dagger & \text{if } L_B(b) = \dagger \\ a[L_B(b)] & \text{otherwise} \end{cases} \]

### 3.2 Moves and strategies

#### 3.2.1 Moves on an arena

We introduce the grammar of moves:

\[ m ::= \dagger m \mid m \mid rm \mid lm \mid \star B m \mid j \quad (B \in A, j \in \mathbb{N}) \]

These moves form the set \( M \). For the moment they are defined in general, but we wish to be able to specify when a given move can be played on a given arena.

On moves we define again an operation of juxtaposition \( m[m'] \) as follows:

- \( j[a'] = a' \)
- \( (aa)[a'] = \alpha(a[a']) \) for \( \alpha \in \{ \dagger, \downarrow, r, l \} \cup \{ \star B \mid B \in A \} \).
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We also have an operation of **anonymity** \( \partial : \mathbb{M} \rightarrow \mathbb{A} \) erasing the arenas indications in a move:

- \( \partial(i) = i \) for \( i \geq 0 \)
- \( \partial(\star^A m) = \star\partial(m) \)
- \( \partial(\alpha m) = \alpha\partial(m) \) if \( \alpha \in \{\uparrow, \downarrow, r, l\} \).

Finally, given \( m \in \mathbb{M} \) and \( a \in \mathbb{A} \), we will need the partially-defined **formula extraction** \( \frac{m}{a} \) given by:

- \( \frac{\star^B m}{\star^B a} = B \)
- if \( \frac{m}{a} \) is defined, \( \frac{\star^B m}{\alpha a} = \frac{\alpha m}{\alpha a} = \frac{m}{a} \).

Given all this, we are able to express when a move is played in a given arena:

**Definition 11 (moves on an arena)** Let \( A \) be an arena. Its set of moves \( \mathcal{M}_A \subseteq \mathbb{M} \) is given by defining the relation \( m \in \mathcal{M}_A \) by induction on \( m \): \( m \in \mathcal{M}_A \) if

- either \( \partial(m) = a \in \mathcal{O}_A \) and \( \mathcal{L}_A(a) = \uparrow \)
- or \( m = m_1[m_2] \) where \( \partial(m_1) = a \in \mathcal{O}_A \), \( \mathcal{L}_A(a) \neq \uparrow \) and \( m_2 \in \mathcal{M}_B \) with \( B = \frac{m}{\mathcal{L}_A(a)} \).

According to this definition, a move can take two forms: either it directly comes from an occurrence in \( \mathcal{O}_A \), but with some arenas indications, or it comes from a juxtaposition: one part comes from an occurrence in \( \mathcal{O}_A \) with arenas indications, the other part is a move in \( B \), where \( B \) was an arena given in the first part of the move (the exact place of this arena being given by \( \mathcal{L}_A \)). This means that either we play directly with the set of occurrences \( \mathcal{O}_A \) as if there was no quantification, or we play one part in this set, and one part inside the arenas that have been played to instantiate quantifiers.

### 3.2.2 Enabling relation

Now that we have defined arenas together with their moves, we are close to be able to define a game model in the style of Hyland and Ong [HO00]. What we still need is an **enabling relation** between moves\(^5\), which will allow to introduce the justification pointers.

The **depth** of a move \( m \) is the number of occurrences of the symbol \( \downarrow \) in this move. Depths 0 moves are **initial** moves, and we note \( \vdash m \) if \( m \) is initial. We define an enabling relation \( m \vdash n \) between a move \( m \) of depth \( d \) and a move \( n \) of depth \( d + 1 \) through the following recursion:

- if \( \vdash m \) and \( \vdash n \) then \( \uparrow m \vdash \downarrow n \)
- if \( m \vdash n \) then \( \alpha m \vdash \alpha n \) for \( \alpha \in \{\uparrow, \downarrow, r, l\} \cup \{\star^B | B \in \mathbb{A}\} \).

The transitive closure of \( \vdash \) is denoted \( \vdash^+ \).

---

\(^5\)The present definition of enabling was proposed by Dominic Hughes.
3.2.3 Strategies

We now have the whole setting for an HO-style game semantics (see [HO00, McC96]): arenas with their sets of moves, a notion of initial moves and an enabling relation between moves. So we could directly say that we define strategies, innocence and composition in the same way as in HO-games, our arenas being just a particular case of HO-arenas. We will however quickly recall the main definitions, as we will use them later in our study of parametricity and dinaturality in games.

Definition 12 (justified sequence, play) A justified sequence on an arena $A$ is a sequence $s = m_1 \ldots m_n$ of moves on $A$, together with a partial function $f : \{1, \ldots, n\} \rightarrow \{1, \ldots, n\}$ such that: if $f(i)$ is not defined then $i \vdash m_i$, and if $f(i) = j$ then $j < i$ and $m_j \vdash m_i$: in this case we say that $m_j$ justifies $m_i$, or that there is a pointer from $m_j$ to $m_i$.

A play on $A$ is a justified sequence $s = m_1 \ldots m_n$ on $A$ such that, for every $1 \leq i \leq n - 1$:

- if $\lambda(m_i) = \text{P}$ then $\lambda(m_{i+1}) = \text{O}$
- if $\lambda(m_i) = \text{O}$ then $\lambda(m_{i+1}) = \text{P}$ and $\sharp(m_i) = \sharp(m_{i+1})$.

Note the condition $\sharp(m_i) = \sharp(m_{i+1})$ if $\lambda(m_i) = \text{O}$ in the definition of a play: this is an important requirement, that will make it possible later to define copycat expansion, as well as expansions along a strategy.

Given two justified sequences $s$ and $t$ we say that $s$ is a presequence of $t$ if $t = sm_1 \ldots m_p$.

A useful notion related to our second order games is the importation of an arena.

Definition 13 (importation) If a move $m$ in a play $s$ on $A$ contains the symbol $\downarrow B$, then it can be written $m = m_0[\downarrow B; m_1]$. We say that $B$ is imported by $\lambda(m_0)$ at $m$ if $m_1$ does not contain the symbol $\downarrow$.

We note $A(s)$ the set of arenas imported during a play $s$, and $FTV(s) = \{FTV(A) \mid A \in A(s)\}$.

Definition 14 (strategy on an arena) A strategy $\sigma$ on an arena $A$, denoted $\sigma : A$, is a non-empty set of even-lengths plays on $A$ which is closed by even-length prefix and deterministic: if $sm$ and $sn$ are two plays of $\sigma$ then $sm = sn$.

Definition 15 (view, bi-view) A view on $A$ is a play $s = m_1 \ldots m_n$ on $A$ such that, for every $2 \leq i \leq n - 1$, if $\lambda(m_i) = \text{P}$ (i.e. $i$ is even) then $m_{i+1}$ is justified by $m_i$.

A bi-view on $A$ is a justified sequence $s = m_1 \ldots m_n$ on $A$ such that, for every $2 \leq i \leq n - 1$, $m_{i+1}$ is justified by $m_i$.

Definition 16 (innocence) To each play $s$ on an arena $A$, one can associate a view $^s \epsilon$ by:

- $^s \epsilon = \epsilon$
- $^s sm = ^s \epsilon m$ if $\lambda(m) = \text{P}$
- $^s sm = m$ if $\vdash m$
- $^s smtn = ^s \epsilon mn$ if $\lambda(n) = \text{O}$ and $m$ justifies $n$. 
A strategy $\sigma : A \rightarrow B$ is called innocent if, for any play $sn$ in $\sigma$, the move that justifies $n$ is in $\lceil s \rceil$, and if we have: for any $smn \in \sigma$, $t \in \sigma$, if $tm$ is a play in $A$ and $\lceil sm \rceil = \lceil tm \rceil$ then $tmn \in \sigma$.

An innocent strategy is then given only by its views. Then, for a strategy $\sigma$, we define $\lceil \sigma \rceil$ as its set of views. And, given a set $S$ of even-length views, we can define the strategy $\exp(S)$ as the smallest innocent strategy containing $S$, provided that we have the property of compatibility on $S$: if $s_1m, s_2n \in S$ with $s_1$ presequence of $s_2$ then $s_1m$ is a presequence of $s_2n$.

3.2.4 Composition

Finally, we explain the concept of interaction, which is fundamental in game semantics as it explains how strategies compose. Like in [dL08a], we present this process, and especially the notion of restriction, in a very formal way that might look a bit heavy at first sight. Nevertheless, we argue that this formalism has many advantages when manipulating sequences: for example, when considering a play $s$ on $A \rightarrow B$, the projections on $A$ will be $s|_{\uparrow}$ and the projection on $B$ will be $s|_{\downarrow}$. This is both formally exact and very convenient as it allows to manipulate the sequence while forgetting everything about $A$ and $B$.

Definition 17 (shape, restriction) Let $\Sigma$ be a finite set of words over the alphabet $\{\uparrow, \downarrow, r, l\}$. A move $m$ is said to be of shape $\Sigma$ if there exists $\zeta \in \Sigma$ such that $\zeta 0 \subseteq m$. A justified sequence is of shape $\Sigma$ if each of its moves is of shape $\Sigma$, and a strategy is of shape $\Sigma$ if each of its plays is of shape $\Sigma$.

Let $s$ be a justified sequence on an arena $A$. If $\Sigma = \{\zeta, \xi\}$ with $\zeta 0 \vdash \xi 0$, consider the subsequence $s'$ of $s$ which contains only the moves of shape $\Sigma$. Then the restriction of $s$ to $\Sigma$, denoted $s|_{\zeta, \xi}$, is the sequence $s'$ where each prefix $\zeta$ has been replaced by $\uparrow$, and each prefix $\xi$ has been replaced by $\downarrow$ (the choice of pointers is straightforward).

Definition 18 (interacting sequence, composition) An interacting sequence $s = m_1 \ldots m_n$ is a justified sequence of shape $\{\uparrow, \downarrow, \uparrow\downarrow\}$ such that $s|_{\uparrow\uparrow}, s|_{\downarrow\downarrow}$ and $s|_{\uparrow\downarrow}$ are plays. The set of interacting sequences is denoted $\text{Int}$.

Suppose we have two strategies $\sigma$ and $\tau$. We call composition of $\sigma$ and $\tau$ the set of plays

$$\sigma; \tau = \{u|_{\uparrow\downarrow} | u \in \text{Int}, u|_{\uparrow\uparrow} \in \tau \text{ and } u|_{\downarrow\downarrow} \in \sigma\}$$

Proposition 2 If $\sigma : A \rightarrow B$ and $\tau : B \rightarrow C$ then $\sigma; \tau : A \rightarrow C$.

Proof: The proof is straightforward: indeed it suffices to consider $\mathcal{M}_A$ as the arena (instead of $A$) to see that we are, strictly speaking, in the usual HO-setting. So the result comes from free (see for example [McC96]), as well as the associativity of composition, and the preservation of innocence by composition. 

---

6One can then wonder why we define a strategy as a set of plays, and not directly as a set of views: this is due to the algorithm for composition, which is a bit simpler to define with this notion of strategy.
3.3 Uniformity

3.3.1 Introduction

What we have defined up to now allows us to construct the strategies that will interpret system F, and to compose them. However there are lots of different strategies that can be constructed in this setting, and most of them will not correspond to any term of the syntax.

Where does it come from? The main point is that, in the syntax, the behaviour of \( O \) is not symmetric to the behaviour of \( P \), especially because of the second-order quantification. This is expressed by the opposition

\[
\Lambda X \quad \text{vs.} \quad \{B\}
\]

The first one corresponds to the behaviour of \( O \), the second one to the behaviour of \( P \). On the contrary, in our strategies the behaviours of \( O \) and \( P \) are symmetrical (if we forget about innocence). So we have to break this symmetry, and this will be done through the notion of uniformity.

The hint to break the symmetry is simply to mimic syntax: the second-order quantification appears in \( O \)-moves through the symbols \( \Lambda X \) where \( X \) is a fresh name. So we will require that \( O \) can only play moves of the form \( \ast X_i \), where \( X_i \) is “fresh” in a suitable sense. This gives us the notion of symbolic strategy.

However, even if they describe the syntax with a satisfactory precision, symbolic strategy do not compose properly\(^7\) because of the asymmetry we have introduced between \( O \) and \( P \). Indeed, the interaction process is based on symmetrical behaviours of both players.

The solution is then to extend the symbolic strategy, through a process called copycat expansion, to allow \( O \) to play moves with the symbol \( \ast B \) for any \( B \), but without giving more freedom to the strategy. A strategy generated by a symbolic strategy through copycat expansion will be called a uniform strategy. Uniform strategies compose properly, although their behaviour is still given by their symbolic part.

The obvious reason for introducing uniformity is to obtain a model that is closer to the syntax: in particular, one can obtain full completeness results if we have uniformity and a few other constraints on strategies. But surprisingly, the condition of uniformity would appear in our model even if we did not care about modelising precisely system F. We will see in section 3.3.4 that uniformity is in fact necessary to build a proper model of system F from the strategies we have defined.

The notion of uniformity in games appeared implicitly in [Hug00], and more explicitly in [MO01].

3.3.2 Copycat expansion

Here we define the operation of copycat expansion, which lies in the core of the uniformity property. Note that copycat expansion has another interest in our model: it will be used to define the substitution on strategies, i.e. the operation that transforms a strategy \( \sigma : \forall X.A \) into \( \sigma[B/X] : A[B/X] \).

Given a justified sequence \( t \), an arena \( B \) and an integer \( j > 0 \), we define the sequence \( t[B/X_j] \) as the arena where each symbol \( \ast D \) has been replaced by \( \ast[D(B/X_j)] \). This construction is used for defining copycat expansion:

\(^7\)Actually they compose, but the result is not the same result as what we would obtain through the syntax.
Definition 19 (copycat expansion) Given an innocent strategy \( \sigma : A \), a type \( B \) and an integer \( j > 0 \), we define

\[
S_{B/X_j} = \{ t \mid \exists s_0 \in \sigma, s_0[B/X_j] \leadsto_{B/X_j} t \}
\]

where \( s \leadsto_{B/X_j} t \) means that the play \( t \) can be obtained from \( s \) by replacing any subsequence \( m_1 m_2 \) with \( \lambda(m_1) = 0 \) and \( \sharp(m_1) = j \)

by the sequence

\[
\begin{cases}
  m_1[M_1] m_2[M_1] m_2[M_2] m_1[M_2] \ldots m_1[M_p] m_2[M_p] & \text{if } p \text{ odd} \\
  m_1[M_1] m_2[M_1] m_2[M_2] m_1[M_2] \ldots m_2[M_p] m_1[M_p] & \text{if } p \text{ even}
\end{cases}
\]

for some bi-view \( u = M_1 \ldots M_p \) in \( B \).

\( S_{B/X_j} \) is called the \( B \)-copycat expansion of \( \sigma \) along \( X_j \).

To have a good understanding of copycat expansion, one should think of it as a translation of the operation of \( \eta \)-expansion into games. Indeed, in usual HO-games, the set of views of a strategy can be seen as the \( \beta \)-normal, \( \eta \)-long form of a term. Then, to go from the term \( \Gamma \vdash t : A \) in \( \beta \)-normal, \( \eta \)-long form (with \( X / \notin \text{FTV}(\Gamma) \)) to the term \( \Gamma \vdash [B/X] : A[B/X] \) in \( \beta \)-normal, \( \eta \)-long form, one only needs to do an \( \eta \)-expansion, and to replace every \( X \) appearing in the term by \( B \). This is precisely what copycat expansion does with games.

Given an innocent strategy \( \sigma \), we define the substitution of \( X_j \) by \( B \) in \( \sigma \) as the strategy

\[
\sigma[B/X_j] = \exp(S_{B/X_j})
\]

We also note, for \( B = \langle B_1, \ldots, B_n \rangle \) and \( X = \langle X_1, \ldots, X_n \rangle \),

\[
\sigma[B/X] = \sigma[B_1/X_1] \ldots [B_n/X_n]
\]

This is a strategy on the arena

\[
\]

3.3.3 Uniform and winning strategies

Definition 20 (copycat variable, symbolic strategy) Consider a view \( s = s_1 m \) on an arena \( A \) and an atomic arena \( X_i \) imported by \( O \) at move \( m \). We say that \( X_i \) is a copycat variable if we have \( X_i / \notin \text{FTV}(s_1) \cup \text{FTV}(A) \).

A view \( s \) in \( T \) is called symbolic if, for any \( O \)-move \( m \) of \( s \), the types imported at move \( m \) are two by two distinct copycat variables.

A strategy is symbolic if it is innocent and all its views are symbolic.

Definition 21 (uniform strategy) A strategy \( \sigma \) is called uniform if there is a symbolic strategy \( \bar{\sigma} \) such that: \( \sigma \) is the smallest innocent strategy containing \( \bar{\sigma} \) which is stable by any copycat expansion along any copycat variable.

\[\text{Note that we need to define the pointers for our new sequences of moves. In fact they are straightforward: } m_2[M_1] \text{ is justified by } m_1[M_1], m_2[M_2] \text{ is justified by } m_2[M_1] \text{ if } M_1 \text{ justifies } M_2 \text{ in } u, \text{ etc.}\]
Remarks:

1. The definition of a copycat variable obviously corresponds to the requirement of freshness of
   a type variable, translated into games.

2. Given a symbolic strategy $\bar{\sigma}$, the “smallest innocent strategy containing $\bar{\sigma}$ which is stable by
   any copycat expansion along any copycat variable” always exists: it is the intersection of all
   strategies verifying these conditions.

3. According to the definition, it is a priori possible to have distinct symbolic strategies gener-
   ating the same uniform strategy $\sigma$. In fact these distinct strategies only differ by the choice
   of the copycat variables: indeed, as they are all contained in $\sigma$, it is possible to reconstruct
   them from each other by copycat expansions. We then allow ourselves, by a slight abuse, to
   talk about the symbolic strategy associated to a uniform strategy.

It is important for the sake of this article to understand that uniformity is very much connected
with the intuitive notion of parametricity we gave in the introduction. Indeed, we have introduced
parametricity as the idea that a function $f : \forall X.A$ cannot depend on the value we give for $X$,
that $X$ has to be a black box with respect to $f$. And this is exactly what uniformity is about: a
quantifier in an Opponent position will result in symbols $\star^B$ where $B$ is imported by $O$, but the
behaviour of the strategy shall not depend on the values of $B$ that $O$ chooses, it must be entirely
given by the case where $B = X_i$ for some fresh $X_i$. Here, this $X_i$ plays the role of the black box.

Note that we make no mention here of quantifiers in a Player position; similarly, the intuitive
requirement of parametricity says nothing about functions $f$ of type $(\forall X.A) \rightarrow B$.

Given the definition of a uniform strategy, one is able to express what a winning strategy will
be:

**Definition 22 (winning strategy)** We say that a strategy $\sigma : A$ is winning if it satisfies the
following conditions:

- it is uniform, with an associated symbolic strategy $\bar{\sigma}$
- it is total on $A$: for every $s \in \sigma$, if $sm$ is a play in $A$, then $smn \in \sigma$ for some move $n$
- $\forall \bar{\sigma}$ is a finite set of views.

These winning strategies will be the ones we use in the model. Hence we need the following:

**Proposition 3** If $\sigma : A \rightarrow B$ and $\tau : B \rightarrow C$ are winning strategies, the the strategy $\sigma;\tau : A \rightarrow C$
is winning.

The preservation of uniformity was attested by a direct proof in [dL08a]. The proof of preser-vation
of totality and finiteness is always a long and winding road in game semantics, but in our
case it can be done by using the full completeness theorem proved in [dL07].
3.3.4 The necessity of uniformity

The uniformity condition was presented originally as a way to make our model more precise. But in fact it happens that we do not have a choice: in order to obtain a model of system F, we have to require uniformity (or at least a similar condition).

This all comes from the second-order $\eta$-equality imposed by syntax:

$$\Lambda X.t\{X\} = t \quad \text{if } X \notin \text{FTV}(t)$$

If we note $\sigma_f$ the strategy interpreting a term $f$, the equality means the following: given $\sigma_t : \forall X.A$, we have to be able to recover this strategy from the strategy $\sigma_t\{X\}$, through a deterministic operation (that will correspond to $u \mapsto \Lambda X.u$ in the syntax). So, more generally, given any $\sigma : \forall X.A$, the strategy $\sigma\{X\}$ must contain as much information as $\sigma$. Otherwise said, the behaviour of $\sigma$ for any $O$-move starting with $\ast^B$ must be driven by its behaviour for $O$-moves starting with $\ast^X$.

This is not a formal argument, but it shows that, to obtain a model of our calculus, we need to require a specific condition, and that uniformity is a good candidate for such a condition. But does it mean that every game model of system F has to impose such a condition? In section 4 we will see that the answer is no: it is possible, by changing the way strategies are defined, to produce a model without any condition resembling uniformity. But the resulting model will not be Strachey parametric, whereas our uniform model is, as we will see later on.

3.4 The model

Now we are going to describe how to build a hyperdoctrine from our games. We will be sketchy here, the reader interested by more details may refer to [Hug 00] or [dL07].

The base category $\mathbb{H}$ will have as objects natural numbers and as morphism $n \to m$ the $m$-tuples $\langle A_1, \ldots, A_m \rangle$, where each $A_i$ is a type with $\text{FTV}(A_i) \subseteq \{X_1, \ldots, X_n\}$. The composition in this category is substitution: if $A = \langle A_1, \ldots, A_m \rangle : n \to m$ and $B = \langle B_1, \ldots, B_n \rangle : k \to n$ then

$$A \circ B = \langle A_1[B/X], \ldots, A_m[B/X] \rangle : k \to m$$

where $X = \langle X_1, \ldots, X_n \rangle$.

The functor $H : \mathbb{H}^{op} \to \text{CCC}$ is defined as follows:

- For any $n$, $H(n)$ is the categories whose objects are types $A$ with $\text{FTV}(A) \subseteq \{X_1, \ldots, X_n\}$ and a morphism from $A$ to $B$ is a winning strategy such that

$$\forall sm \in \sigma, \text{FTV}(sm) \subseteq \{X_1, \ldots, X_n\} \cup \text{FTV}(s)$$

Again we will not give an explicit proof that this forms a cartesian closed category, see [dL07]. We just give the definition of the identity strategy, as we will need it later:

$$\text{id}_{A \to A} = \exp(S_{id})$$

where $S_{id}$ is the set of views of the form

$$s = \uparrow m_1 \downarrow m_1 \downarrow m_2 \downarrow m_2 \ldots \downarrow m_p \downarrow m_p \quad \text{if } p \text{ odd}$$

$$s = \uparrow m_1 \downarrow m_1 \downarrow m_2 \downarrow m_2 \ldots \downarrow m_p \uparrow m_p \quad \text{if } p \text{ even}$$

with $u = m_1 \ldots m_p$ bi-view in $A$

Unsurprisingly, this definition contains similarities with the copycat expansion process: that is because in the syntax $\eta$-expansion is connected with the identity.
For any morphism \( B : n \to m \) in \( H \), the functor \( H(B) : H(m) \to H(n) \) is defined as follows (with \( X = (X_1, \ldots, X_n) \)):
- for any \( A \) object in \( H(m) \), \( H(B)(A) = A[B/X] \)
- for any \( \sigma : A \to B \), \( H(B)(\sigma) = \sigma[B/X] \)

In the category \( H \), the projection is \( \sigma = \langle X_1, \ldots, X_n \rangle : n + 1 \to n \), it gives us a functor \( H(\sigma) : H(n) \to H(n+1) \). To find a right adjoint to it, we introduce the **quantification over a strategy**: if \( A, B \) are objects of \( H(n+1) \) and \( \sigma : A \to B \), then the quantification of \( X_{n+1} \) over \( \sigma \) is the (winning) strategy \( \forall_{n+1}\sigma = \exp(S_1) \) with

\[
S_1 = \{ (t^\top | \exists B \in A, \exists s \in \sigma[B/X_{n+1}], s \rightsquigarrow_B t) \}
\]

where \( s \rightsquigarrow_B t \) means that the play \( t \) is obtained from \( s \) by replacing every move \( \uparrow m \) by \( \uparrow s^Bm \) and every move \( \downarrow m \) by \( \downarrow s^Bm \). We then have \( \forall_{n+1}\sigma : (\forall X_{n+1}.A) \to (\forall X_{n+1}.B) \).

One can now define the functor \( \Pi_n \) by \( \Pi_n(A) = \forall X_{n+1}.A \) and \( \Pi_n(\sigma) = \forall_{n+1}\sigma \). To see that it is a right adjoint to \( H(\sigma) \), we construct the bijection

\[
\kappa : \text{Hom}_{H(n+1)}(H(\sigma)(\Gamma), A) \to \text{Hom}_{H(n)}(\Gamma, \Pi_n(A))
\]

as \( \kappa(\sigma) = \exp(S_2) \) with

\[
S_2 = \{ (t^\top | \exists B \in A, \exists s \in \sigma[B/X_{n+1}], s \rightsquigarrow_B^2 t) \}
\]

where \( s \rightsquigarrow_B^2 t \) means that the play \( t \) is obtained from \( s \) by replacing every move \( \uparrow m \) by \( \uparrow s^Bm \). The inverse of \( \kappa \) is

\[
\kappa^{-1} : \text{Hom}_{H(n)}(\Gamma, \Pi_n(A)) \to \text{Hom}_{H(n+1)}(H(\sigma)(\Gamma), A)
\]

defined by \( \kappa^{-1}(\tau) = \exp(S_3) \) with

\[
S_3 = \{ (t^\top | \exists s \in \tau, s \rightsquigarrow_3 t) \}
\]

where \( s \rightsquigarrow_3 t \) means that every move \( \uparrow s^Bm \) in \( s \) is such that \( B = X_{n+1} \), and \( t \) is obtained from \( s \) by replacing each move of this kind by \( \uparrow m \).

Note that to have \( \kappa^{-1} \circ \kappa = \kappa \circ \kappa^{-1} = id \) we need the property of uniformity for our strategies.

The reader can check the last required properties to verify that we obtain a hyperdoctrine of games, denoted \( G \).

### 3.5 Dinaturality as a local condition

We will now see how multivariance and dinaturality can be defined for our games. Considering strategies up to dinaturality is a rather common operation, even in games: see for example [AM99]. The difference here is that dinaturality is not taken as a part of the definition of the strategies, but rather proved (on simple objects) for the strategies we have defined. But more importantly, we give an interpretation of the two morphisms of the dinaturality diagram that allows to understand dinaturality as a local property on the subsequences of the plays of the strategy.
3.5.1 Multivariance in games

We can define a (not restricted) multivariance on our games. We have given in section 3.1 the definition of a double substitution which generates, starting from three arenas \( A, B, C \) and an integer \( j > 0 \), the arena \( A[(B, C)/X_j] \). This construction defines our multivariance on objects, now let us define it for morphisms.

Consider an arena \( A \), two strategies \( \sigma : B_1 \rightarrow C_1 \) and \( \tau : B_2 \rightarrow C_2 \), and an integer \( j > 0 \). We define the set
\[
S = \{ t \in A \mid \exists s \in id_{A \rightarrow A}, \ s \sim_{(\sigma, \tau)/X_j} t \}
\]
where \( s \sim_{(\sigma, \tau)/X_j} t \) means that the play \( t \) can be obtained from \( s \) by replacing any subsequence \( m_1 \circ m_2 \) with \( \lambda(m_1) = O, \ \partial(m_1) \in O_A \) and \( z(m_1) = j \)

by the sequence
\[
\mu_1[N_1] \mu_2[N_2] \ldots \mu_p[N_p]
\]
with
\[
N_i = \begin{cases} c & \text{if } M_i = \uparrow c \\ b & \text{if } M_i = \downarrow b \end{cases} \quad \mu_i = \begin{cases} m_1 & \text{if } M_i = \uparrow c \\ m_2 & \text{if } M_i = \downarrow b \end{cases}
\]
where \( u = M_1 \cdots M_p \) is a play in \( \tau \) if \( m_1 = \uparrow m \), and a play in \( \sigma \) if \( m_1 = \downarrow m \).

We define \( A[(\sigma, \tau)/X_j] = \exp(S) \), this is a winning strategy on \( A[(C_1, B_2)/X_j] \rightarrow A[(B_1, C_2)/X_j] \).

Given \( X = (X_1, \ldots, X_n) \), \( \sigma = (\sigma_1, \ldots, \sigma_n) \) and \( \tau = (\tau_1, \ldots, \tau_n) \), we can define a strategy \( A[(\sigma, \tau)/X] \) in a similar manner, by substituting every subsequence \( m_1 \circ m_2 \) such that \( \lambda(m_1) = O, \ \partial(m_1) \in O_A \) and \( z(m_1) = j \) with \( j \in [1, n] \) by the appropriate sequence.

We can now define our multivariance: for any integer \( n \), \( \mathcal{V}^n : \mathbb{H} \rightarrow \text{Cat} \) is constructed as follows:

- \( \mathcal{V}^n(m) = H(n)^m \)
- for \( A = (A_1, \ldots, A_m) : p \rightarrow m \), the functor
  \[
  \mathcal{V}^n(A) : (H(n)^p)^{op} \times H(n)^p \rightarrow H(n)^m
  \]
  is given by
  \[
  \mathcal{V}^n(A)[x, y] = (A_1[(x, y)/X], \ldots, A_m[(x, y)/X])
  \]
  with \( X = (X_1, \ldots, X_p) \).

This multivariance extends the standard multivariance on simple types: indeed, we have, given two arenas \( A \) and \( B \),
\[
\begin{align*}
X_1[(x, y)/X] & = y_i \\
(A \times B)[(x, y)/X] & = A[(x, y)/X] \times B[(x, y)/X] \\
(A \rightarrow B)[(x, y)/X] & = A[(y, x)/X] \rightarrow B[(x, y)/X]
\end{align*}
\]
where \( x = (x_1, \ldots, x_n) \) and \( y = (y_1, \ldots, y_n) \) are tuples of arenas or of strategies.
3.5.2 Study of the dinaturality diagram

Given the multivariance defined above, do we have the property of dinaturality? As we shall see, the answer to this question is no. However, one will be able to express very formally what the two morphisms implied in the dinaturality diagram are, and why they differ in general. And this will lead us to the conclusion that, in this model, dinaturality is true for simple types.

We consider as a first step the case with only one type containing one free variable. The general case with several types and several variables will be an obvious expansion of this.

Definition 23 (upper and lower expansions) We consider two uniform strategies $\sigma : A$ and $\tau : B \to C$, and an integer $j > 0$.

We define the sets

$$S_u = \{ t^\top \mid \exists s_0 \in \sigma, s_0[B/X_j] \rightsquigarrow_u t \}$$
$$S_l = \{ t^\top \mid \exists s_0 \in \sigma, s_0[C/X_j] \rightsquigarrow_l t \}$$

where $s \rightsquigarrow_u t$ (resp. $s \rightsquigarrow_l t$) means that the play $t$ can be obtained from $s$ by replacing any subsequence $m_1 m_2 \ldots m_p$ with $\lambda(m_1) = O$ and $\sharp(m_1) = j$ by:

- the sequence

$$\mu_1[N_1] \mu_2[N_2] \ldots \mu_p[M_p]$$

with

$$N_i = \begin{cases} c & \text{if } M_i = \uparrow c \\ b & \text{if } M_i = \downarrow b \end{cases} \quad \mu_i = \begin{cases} m_1 & \text{if } M_i = \uparrow c \\ m_2 & \text{if } M_i = \downarrow b \end{cases}$$

where $u = M_1 \ldots M_p$ is a play in $\tau$

in the case where $\partial(m_1) \in O_A$ (resp. $\partial(m_2) \in O_A$)

- the sequence

$$\begin{cases} m_1[M_1] m_2[M_2] m_2[M_2] m_1[M_2] \ldots m_1[M_p] m_2[M_p] & \text{if } p \text{ odd} \\ m_1[M_1] m_2[M_1] m_2[M_2] m_1[M_2] \ldots m_2[M_p] m_1[M_p] & \text{if } p \text{ even} \end{cases}$$

where $u = M_1 \ldots M_p$ is a bi-view in $B$

otherwise.

Then the strategy $\sigma[\tau/X_j]_u = \exp(S_u)$ (resp. $\sigma[\tau/X_j]_l = \exp(S_l)$) is called the upper expansion (resp. the lower expansion) of $\sigma$ by $\tau$ along $X_j$.

Here comes the main technical result of this paper: it states that the two strategies defined above, $\sigma[\tau/X_j]_u$ and $\sigma[\tau/X_j]_l$ are, respectively, the upper and lower morphisms appearing in the dinaturality diagram. That is why we say that we have a local characterisation of dinaturality: from the morphism for which we want to test dinaturality, the two morphisms of the diagram are
obtained by using only local operations: namely modifying some specific subsequences (and also the
instantiations ⋆). Then, to see if the dinaturality property is true, we will just need to compare
the result of these local transformations, to see if they coincide.

The result states as follows:

**Proposition 4** Given \(\sigma : A \rightarrow Z, \tau : B \rightarrow C\) and \(j > 0\), if \(\sigma\) and \(\tau\) are winning strategies then we have the following equalities:

\[
\sigma[\tau/X]_u = A[(\tau, id_B)/X] \land \sigma[B/X] \land Z[(id_B, \tau)/X] \\
\sigma[\tau/X]_i = A[(id_C, \tau)/X] \land \sigma[C/X] \land Z[(\tau, id_C)/X]
\]

**Proof:** We will prove only the first equality, the proof for the second one is similar.

\(\sigma\) and \(\tau\) being winning strategies, we also have that \(A[(\tau, id_B)/X], \sigma[B/X], Z[(id_B, \tau)/X]\)
and \(\sigma[\tau/X]_u\) are winning, so both sides of the equality are winning strategies on \(A[(C, B)/X] \rightarrow Z[(B, C)/X]\). We note

\[\rho = A[(\tau, id_B)/X] \land \sigma[B/X] \land Z[(id_B, \tau)/X] \]

Any play in \(\rho\) has the form \(u \mid_{\uparrow, \downarrow, \downarrow, \downarrow, \downarrow, \downarrow}\) where \(u\) is a justified sequence of shape \(\{\uparrow, \downarrow, \downarrow, \downarrow, \downarrow, \downarrow\}\) such that \(u \mid_{\uparrow, \downarrow, \downarrow} \in Z[(id_B, \tau)/X], u \mid_{\uparrow, \downarrow, \downarrow} \in \sigma[B/X]\) and \(u \mid_{\uparrow, \downarrow, \downarrow, \downarrow, \downarrow} \in A[(\tau, id_B)/X]\).

If we can prove that for any \(smn \in \sigma[\tau/X]u\) with \(s \in \rho\) we have \(smn \in \rho\), then we are done: indeed, it would imply by induction that any play \(s \in \sigma[\tau/X]u\) is also in \(\rho\), and consequently \(\sigma[\tau/X]u = \rho\) because the strategies are total.

The idea of the proof will be to consider that play \(s\) together with the sequence \(u\) such that 
\(u \mid_{\uparrow, \downarrow, \downarrow} = s\), \(u \mid_{\uparrow, \downarrow, \downarrow} \in Z[(id_B, \tau)/X], u \mid_{\uparrow, \downarrow, \downarrow} \in \sigma[B/X]\) and \(u \mid_{\uparrow, \downarrow, \downarrow, \downarrow} \in A[(\tau, id_B)/X]\), and to identify a sequence \(u'\), of the form \(u' = um'n' or u' = um'm'n'n'\), such that \(u' \mid_{\uparrow, \downarrow, \downarrow} = smn\), \(u' \mid_{\uparrow, \downarrow, \downarrow} \in Z[(id_B, \tau)/X], u' \mid_{\uparrow, \downarrow, \downarrow} \in \sigma[B/X]\) and \(u' \mid_{\uparrow, \downarrow, \downarrow, \downarrow} \in A[(\tau, id_B)/X]\). In each case we will only give the sequence \(u'\); the verification that it satisfies the conditions is not necessarily trivial, but it is always ensured by the definitions of \(Z[(id_B, \tau)/X], \sigma[B/X]\) and \(A[(\tau, id_B)/X]\).

So, let us consider \(smn \in \sigma[\tau/X]u\) with \(s \in \rho\). Without loss of generality we can ask \(smn\) to be a view. There exists a play \(s_0 \in \sigma\) such that \(s_0 \mid_{B/X} \sim u \smn\), and hence a subsequence \(m_1m_2\) (with \(\lambda(m_1) = O\)) in \(s_0 \mid_{B/X}\) such that \(m = \mu_1[1]N_1\) and \(m_2 = \mu_2[2]N_2\) with \(\mu_1, \mu_2 \in \{m_1, m_2\}\). We have three cases:

1. either \(m_1\) is such that \(\sharp(\mu_i) \neq j\)
2. or \(m_1\) is such that \(\sharp(\mu_1) = j\) and \(\partial(\mu_1) \in O_{A \rightarrow Z}\)
3. or \(m_1\) is such that \(\sharp(\mu_1) = j\) and \(\partial(\mu_1) \notin O_{A \rightarrow Z}\)

Let us consider the case 1: in that case we have that \(m = m_1\) and \(n = m_2\). As \(s \in \rho\), there exists \(u\) such that \(u \mid_{\uparrow, \downarrow, \downarrow} = s, u \mid_{\uparrow, \downarrow, \downarrow} \in Z[(id_B, \tau)/X], u \mid_{\uparrow, \downarrow, \downarrow} \in \sigma[B/X]\) and \(u \mid_{\uparrow, \downarrow, \downarrow, \downarrow} \in A[(\tau, id_B)/X]\). If we set 
\[
m_1' = \begin{cases} 
\uparrow M_1 & \text{if } m_1 = \uparrow M_1 \\
\downarrow \downarrow \downarrow \uparrow M_1 & \text{if } m_1 = \downarrow \downarrow \downarrow \uparrow M_1
\end{cases} \\
\m_1'' = \begin{cases} 
\uparrow \downarrow \downarrow \downarrow \downarrow \uparrow M_1 & \text{if } m_1 = \uparrow \downarrow \downarrow \downarrow \downarrow \uparrow M_1 \\
\downarrow \uparrow \downarrow \downarrow \downarrow \uparrow M_1 & \text{if } m_1 = \downarrow \uparrow \downarrow \downarrow \downarrow \uparrow M_1
\end{cases}
\]
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and

\[
m_2' = \begin{cases} 
\uparrow M_2 & \text{if } m_2 = \uparrow M_2 \\
\downarrow M_2 & \text{if } m_2 = \downarrow M_2 
\end{cases}
\]

\[
m_2'' = \begin{cases} 
\downarrow M_2 & \text{if } m_1 = \uparrow M_2 \\
\downarrow M_2 & \text{if } m_1 = \downarrow M_2 
\end{cases}
\]

then the sequence \( u' = um_1'm_2'nm_2'm_2' \) is such that \( u'|_{1,1,1,1} = smn \), \( u'|_{1,1,1} \in Z[(id_B, \tau)/X_j] \), \( u'|_{1,1,1,1} \in \sigma[B/X_j] \) and \( u'|_{1,1,1,1} \in A[(\tau, id_B)/X_j] \). Hence, \( smn \in \rho \).

Suppose now that we are in case 2. Again, as \( s \in \rho \) there exists \( u \) such that \( u|_{1,1,1,1} = s \), \( u|_{1,1,1} \in Z[(id_B, \tau)/X_j] \), \( u|_{1,1,1} \in \sigma[B/X_j] \) and \( u|_{1,1,1,1} \in A[(\tau, id_B)/X_j] \). We recall that \( m = \mu_1[N_1] \) and \( m_2 = \mu_2[N_2] \) with \( \mu_1, \mu_2 \in \{m_1, m_2\} \).

If we have \( \mu_1 = \mu_2 \) then the sequence \( u' = u\mu_1[N_1]\mu_1[N_2] \) with

\[
\mu_1' = \begin{cases} 
\uparrow M_1 & \text{if } \mu_1 = \uparrow M_1 \\
\downarrow M_1 & \text{if } \mu_1 = \downarrow M_1 
\end{cases}
\]

is such that \( u'|_{1,1,1,1} = smn \), \( u'|_{1,1,1} \in Z[(id_B, \tau)/X_j] \), \( u'|_{1,1,1} \in \sigma[B/X_j] \) and \( u'|_{1,1,1,1} \in A[(\tau, id_B)/X_j] \). Hence, \( smn \in \rho \).

If we have \( \mu_1 \neq \mu_2 \) then we set

\[
\mu_1' = \begin{cases} 
\uparrow M_1 & \text{if } \mu_1 = \uparrow M_1 \\
\downarrow M_1 & \text{if } \mu_1 = \downarrow M_1 
\end{cases}
\]

and

\[
\mu_2' = \begin{cases} 
\uparrow M_2 & \text{if } \mu_2 = \uparrow M_2 \\
\downarrow M_2 & \text{if } \mu_2 = \downarrow M_2 
\end{cases}
\]

The sequence \( u' = u\mu_1'\mu_2' \mu_2' \mu_2' \) is such that \( u'|_{1,1,1,1} = smn \), \( u'|_{1,1,1,1} \in Z[(id_B, \tau)/X_j] \), \( u'|_{1,1,1,1} \in \sigma[B/X_j] \) and \( u'|_{1,1,1,1} \in A[(\tau, id_B)/X_j] \). Hence, \( smn \in \rho \).

Finally, let us consider the case 3. If we write \( m_1 = \mu_1[N_1] \) and \( m_2 = \mu_2[N_2] \) with \( \mu_1, \mu_2 \in \{m_1, m_2\} \), we have in that case \( N_1 = M_2 \) and \( \mu_1 \neq \mu_2 \). Then if we set

\[
\mu_1' = \begin{cases} 
\uparrow M_1 & \text{if } \mu_1 = \uparrow M_1 \\
\downarrow M_1 & \text{if } \mu_1 = \downarrow M_1 
\end{cases}
\]

and

\[
\mu_2' = \begin{cases} 
\uparrow M_2 & \text{if } \mu_2 = \uparrow M_2 \\
\downarrow M_2 & \text{if } \mu_2 = \downarrow M_2 
\end{cases}
\]

the sequence \( u' = u\mu_1'\mu_2'\mu_2' \mu_2' \) is such that \( u'|_{1,1,1,1} = smn \), \( u'|_{1,1,1,1} \in Z[(id_B, \tau)/X_j] \), \( u'|_{1,1,1,1} \in \sigma[B/X_j] \) and \( u'|_{1,1,1,1} \in A[(\tau, id_B)/X_j] \). Hence, \( smn \in \rho \).

Now what happens if we suppose that \( A \) and \( Z \) are simple objects? If \( A \) is a simple object, this means that it can be generated from the arenas \( X_i \) and the operations \( \times \) and \( \rightarrow \). In particular, for each \( c \in \mathcal{O}_A, c \) does not contain the symbol \( * \) and \( \mathcal{L}_A(c) = \uparrow \). As a consequence, if \( \sigma : A \rightarrow Z \) with \( A \) and \( Z \) simple objects, then for any \( \tau : B \rightarrow C \) we have:

\[
\sigma(\tau/X_j)_u = \sigma(\tau/X_j)_l
\]
Indeed, the definitions of the two expansions will coincide: the operations \( s_0 \mapsto s_0[B/X_j] \) and 
\( s_0 \mapsto s_0[C/X_j] \) have no incidence on the plays of \( \sigma \), and whenever \( m_1m_2 \) is a subsequence of a play of \( \sigma \), then we have \( \partial(m_1) = m_1 \in O_{A \rightarrow Z} \) as well as \( \partial(m_2) = m_2 \in O_{A \rightarrow Z} \), so that \( \sim_u \) and \( \sim_l \) coincide.

From Prop. 4, this implies that the dinaturality diagram is true for one type \( A \rightarrow Z \) containing 
one free variable \( X_j \). Namely:

\[
\begin{array}{c}
A[(B, B)/X_j] \quad A[(C, B)/X_j] \\
\quad \overset{\sigma[B/X_j]}{\longrightarrow} \quad \overset{\sigma[C/X_j]}{\longrightarrow} \\
A[(B, \tau)/X_j] \quad A[(C, \tau)/X_j] \\
\quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \ quad
which means that the dinaturality diagram commutes:

\[
\begin{array}{c}
A[(\tau, B)/X] \xrightarrow{\sigma[B/X]} Z[(B, B)/X] \\
A[(C, B)/X] \xrightarrow{\sigma[C/X]} Z[(B, C)/X] \\
A[(C, \tau)/X] \xrightarrow{\sigma[C/X]} Z[(\tau, C)/X] \\
\end{array}
\]

So we can finally state:

**Theorem 1** The hyperdoctrine \( G \) is Strachey parametric.

### 3.6 Conclusion

This model is an illustration of the way that the criterion for Strachey parametricity works.

Indeed, we did the following: we wanted to construct a model for which we have dinaturality on simple types. But then, in order to satisfy the second-order \( \eta \)-equality, we needed a condition of uniformity. And this condition precisely says something similar to the intuitive parametricity condition.

Of course there is no proof that this is the property of dinaturality which implies uniformity. To be more convinced of this, it would be interesting to have a model which relaxes the condition of dinaturality, and to see if the necessity of uniformity is still there. This is exactly what we will do in the next section.

There is however one puzzling fact in the model, which is the requirement for the strategies to be not only uniform, but winning. As we shall see in section 5, this property is necessary to prove the dinaturality property on simple types. The discussion will show that it is clearly a misfeature due to the dinaturality condition being too strong.

### 4 A non-parametric example: the non-uniform game model

We shall now introduce a second game model of system F, to illustrate the fact that, without dinaturality on simple types, we can obtain a model with no condition of uniformity, that is, which does not intuitively satisfy parametricity. The model was first presented in [dL08b].

The main idea of this model is that, instead of playing on arenas with free variables, we want to bind all the variables before playing. So, instead of playing on \( A \) with \( FTV(A) = \{X_1, \ldots, X_n\} \), we want to play on \( \forall X_1 \ldots \forall X_n.A \). Indeed, most of the technicalities in the previous model come from the distinction between bound and free variables, so by suppressing this distinction we will make all definitions easier.

In practice, it will mean that a play (containing only one initial move) will be a sequence of moves preceded by a function, denoted \( \theta \), instantiating each type variable. Giving this function \( \theta \) is exactly equivalent to allowing \( \mathcal{O} \) to instantiate each free variable.

Of course, as we do not have a uniformity condition, the resulting model will not be fully complete at all.
4.1 Close moves and non-uniform plays

Arenas are defined as before, by a set of occurrences and a function of linkage. A close arena is an arena \( A = (O_A, L_A) \) such that \( \sharp(a) = 0 \) for every \( a \in O_A \). The set of close arenas is denoted \( A_c \).

Now the close moves are defined on the grammar

\[
m ::= \uparrow m | \downarrow m | rm | B^m | j \quad (B \in A_c, j \in \mathbb{N})
\]

Close moves are special kinds of moves, so in particular a close move \( m \) on a close arena \( A \) is such that \( m \in M_A \).

But using close moves instead of moves clearly creates a lack: when we define the operation \( \sigma \mapsto \sigma(B) \), we want it to exist for any arena \( B \), not any close arenas! Be patient, we will see the solution for that in a few moments.

Now comes the main difference with the previous model: the construction of a play. Intuitively, we want a play on \( A \) to be a sequence of close moves on a close arena \( A' \), that arena being obtained by replacing every type variable in \( A \) by a close arena. This means that it should consist of a function \( \theta \) instantiating each type variable in \( A \), followed by a sequence of close moves.

However, for technical reasons, we cannot define plays as sequences preceded by a \( \theta \) function\(^1\), this function has to exist for any initial move appearing in the play. That is why we will deal with the notion of thread: a thread will consist of a sequence with only one initial move, and a function \( \theta \) instantiating the free variables. As we have to specify which variables to instantiate, we will deal with \( n \)-threads, this \( n \) meaning that type variables are among \( X_1, \ldots, X_n \). This parameter will sometimes be omitted, when no confusion may arise.

**Definition 24 (n-thread)** An \( n \)-thread \( s \) on an arena \( A \), with \( FTV(A) \subseteq \{X_1, \ldots, X_n\} \), is given by:

- a function \( \theta : \{1, \ldots, n\} \rightarrow A_c \)
- a sequence \( m_1 \ldots m_p \) of close moves on the close arena
  \[ A' = A[\theta(X)/X] \]
  with \( X = \langle X_1, \ldots, X_n \rangle \), \( \theta(X) = \langle \theta(X_1), \ldots, \theta(X_n) \rangle \) and \( m_1 \) initial
- a function \( f : \{2, \ldots, p\} \rightarrow \{1, \ldots, p\} \) such that: if \( f(i) = j \) then \( j < i \) and \( m_j \vdash m_i \).

In this case we generally note \( s = \theta m_1 \ldots m_p \), the pointer \( f \) being left implicit.

A thread \( s = \theta m_1 \ldots m_p \) is alternating if we have, for every \( 1 \leq i \leq p - 1 \):

- if \( \lambda(m_i) = P \) then \( \lambda(m_{i+1}) = O \)
- if \( \lambda(m_i) = O \) then \( \lambda(m_{i+1}) = P \).

Unfortunately, to define composition properly we still need the notions of justified sequences and plays, where there may be several initial moves, each one being preceded by a theta function. But this is only a technicality, and to understand the model it is better to think that we work with alternating threads.

---

\(^1\)If we did so, we would not have a well-defined cartesian product.
Definition 25 \((n\text{-justified sequence, }n\text{-play})\) An \textbf{n\text{-justified sequence} is given by a sequence} \(s = M_1 \ldots M_p\), and a partial function \(f : \{1, \ldots , p\} \to \{1, \ldots , n\}\) such that:

- Each \(M_i\) is either a non-initial move \(m_i\), or a couple \((\theta, m_i)\) with \(\theta : \{1, \ldots , n\} \to A_c\) and \(m_i\) an initial move
- If \(f(i) = j\) then \(j < i\) and \(m_j \vdash m_i\); we say that \(M_u\) hereditarily justifies \(M_v\) if there is a sequence of moves \(M_{i_1}, \ldots , M_{i_k}\) such that \(i_1 = u\), \(i_k = v\) and \(f(i_r) = i_{r-1}\) for \(2 \leq r \leq k\)
- If \(M_i\) is hereditarily justified by \(M_j = (\theta, m_j)\) then \(m_i\) is a move on \(A' = A[\theta(X)/X]\), with \(X = \langle X_1, \ldots , X_n \rangle\) and \(\theta(X) = \langle \theta(X_1), \ldots , \theta(X_n) \rangle\).

This justified sequence is an \textbf{n\text{-play} if, for very }1 \leq i \leq p - 1:\n
- If \(\lambda(m_i) = \mathbf{P}\) then \(\lambda(m_{i+1}) = \mathbf{O}\)
- If \(\lambda(m_i) = \mathbf{O}\) then \(\lambda(m_{i+1}) = \mathbf{P}\).

Of course a thread \(\theta m_1 \ldots m_p\) can be seen as a justified sequence \(M_1 m_2 \ldots m_p\) with \(M_1 = (\theta, m_1)\).

4.2 Strategies and composition

Strategies and innocence are defined in a very consensual way:

Definition 26 \((n\text{-strategy})\) An \textbf{n\text{-strategy}} \(\sigma\) on an arena \(A\), denoted \(\sigma : A\), is a non-empty set of even-lengths \(n\text{-plays on } A\) which is closed by even-length prefix and deterministic: if \(sm\) and \(sn\) are two plays of \(\sigma\) then \(sm = sn\).

Definition 27 \((n\text{-view})\) An \textbf{n\text{-view} on } \(A\) is an \(n\text{-thread } s = \theta m_1 \ldots m_p\) on \(A\) such that, for every \(2 \leq i \leq p - 1\), if \(\lambda(m_i) = \mathbf{P}\) (i.e. \(i\) is even) then \(m_{i+1}\) is justified by \(m_i\).

Definition 28 \((\text{innocence})\) To each \(n\text{-play } s\) on an arena \(A\), one can associate an \textbf{n\text{-view } }r s^n by:

\[
\begin{align*}
\Gamma s^\mathbf{\epsilon} & = \mathbf{\epsilon} \\
\Gamma sM^n & = \Gamma s^\mathbf{n} M \text{ if } \lambda(M) = \mathbf{P} \\
\Gamma sM^n & = M \text{ if } \vdash \text{ } M \\
\Gamma sM^\mathbf{P} & = \Gamma s^\mathbf{n} MN \text{ if } \lambda(N) = \mathbf{O} \text{ and } M \text{ justifies } N.
\end{align*}
\]

An \(n\text{-strategy } \sigma : A\) is called \textbf{innocent} if, for any play \(sN\) in \(\sigma\), the move that justifies \(N\) is in \(\Gamma s^n\), and if we have: for any \(sMN \in \sigma\), \(t \in \sigma\), if \(tM\) is a play in \(A\) and \(\Gamma sM^n = \Gamma tM^n\) then \(tMN \in \sigma\).

Again, an innocent strategy \(\sigma\) can be defined from a compatible set of views \(S\), it is denoted \(\text{exp}(S)\). As a thread is a view, an innocent strategy is completely determined by its set of threads (and even this description will be redundant in general). We will use this later to describe operations on strategies only by their action on threads.

The composition is also straightforward, but we must specify how the restriction copies the \(\theta\) function:
Definition 29 (restriction) Let \( s = M_1 \ldots M_p \) be an \( n \)-justified sequence on an arena \( A \), with, for each \( i \), either \( M_i = m_i \) and \( m_i \) non initial, or \( M_i = (\theta_i, m_i) \) and \( m_i \) initial. If \( \Sigma = \{\zeta, \xi\} \) with \( \zeta \vdash \xi \), consider the subsequence \( t_1 \) of \( m_1 \ldots m_p \) which contains only the moves of shape \( \Sigma \), and replace each prefix \( \zeta \) by \( \top \), and each prefix \( \xi \) by \( \bot \), to obtain a sequence \( t_2 = m_1' \ldots m_p' \).

Then the restriction of \( s \) to \( \Sigma \) is the sequence \( s|_{\zeta\xi} = M_1' \ldots M_p' \), where \( M_i' = m_i' \) if \( m_i' \) is non initial, and \( M_i' = (\theta, m_i') \) if \( m_i' \) is initial and comes from the element \( M_j \) in \( s \), hereditarily justified by \( M_k = (\theta, m_k) \).

Definition 30 \((n\text{-interacting sequence, composition})\) An \( n \)-interacting sequence is an \( n \)-justified sequence \( s = M_1 \ldots M_p \) of shape \( \{\top, \top, \bot, \bot\} \) such that \( s|_{\top,\top,\bot,\bot} \), \( s|_{\top,\top,\bot} \) and \( s|_{\top,\bot,\bot} \) are defined and are plays. The set of \( n \)-interacting sequences is denoted \( \text{Int}^n \).

Suppose we have two \( n \)-strategies \( \sigma \) and \( \tau \). We call composition of \( \sigma \) and \( \tau \) the set of plays

\[
\sigma; \tau = \{ u|_{\top,\top,\bot} \mid u \in \text{Int}^n, \ u|_{\top,\top,\bot} \in \tau \text{ and } u|_{\top,\bot,\bot} \in \sigma \}
\]

Again, we have:

Proposition 5 If \( \sigma : A \to B \) and \( \tau : B \to C \) then \( \sigma; \tau : A \to C \).

This is because the model is very close to an HO-setting, see [dL08b] for more details.

4.3 Construction of the hyperdoctrine

Now comes the time to explain how the model of system F is built in this case. As we shall see, the constructions will be much simpler than in the uniform model. In particular, there is no additional constraint on strategies to ask for.

In what follows, innocent \( n \)-strategies are defined through their set of threads.

The base category \( \mathbb{H} \) is the same as before: objects are natural numbers, and a morphism from \( n \) to \( m \) is an \( m \)-uple of arenas \( \langle A_1, \ldots, A_m \rangle \) with \( \text{FTV}(A_i) \subseteq \{X_1, \ldots, X_n\} \).

To define the functor \( H : \mathbb{H}^{op} \to \text{Cat} \) we need the operation \( \sigma \mapsto \sigma[B/X] \) with \( \sigma \) an innocent \( n \)-strategy, \( X = \langle X_1, \ldots, X_n \rangle \) and \( B = \langle B_1, \ldots, B_n \rangle \). The arenas \( B_i \) are not necessarily close, their free variables are among \( Y_1, \ldots, Y_p \). If we note \( Y = \langle Y_1, \ldots, Y_p \rangle \), the definition is then:

\[
\theta m_1 \ldots m_n \in \sigma[B/X]
\]

iff

\[
\theta' m_1 \ldots m_n \in \sigma
\]

with \( \theta'(X_i) = B_i[\theta(Y)/Y] \)

Now, \( H \) is defined as follows:

- \( H(n) \) is the category whose objects are arenas \( A \) such that \( \text{FTV}(A) \subseteq \{X_1, \ldots, X_n\} \), and a morphism from \( A \) to \( B \) is an innocent \( n \)-strategy on \( A \to B \). It forms a cartesian close category, cf. [dL08b].

- given \( B = \langle B_1, \ldots, B_m \rangle : n \to m \), the functor \( H(B) : H(m) \to H(n) \) acts on objects and morphisms as

\[
H(B)(A) = A[B/X]
\]

\[
H(B)(\sigma) = \sigma[B/X]
\]

with \( X = \langle X_1, \ldots, X_m \rangle \).
The quantifier functor $\Pi_n : H(n + 1) \to H(n)$ is very easy to define:

$$\Pi_n(A) = \forall X_{n+1}. A$$

and, given $\sigma : A \to B$,

$$\theta m_1 \ldots m_p \in \Pi_n(\sigma)$$

iff

$$\theta' m'_1 \ldots m'_p \in \sigma$$

with $\theta'(X_i) = \theta(X_i)$ for $1 \leq i \leq n$

and $m_i = \begin{cases} \uparrow \ast \theta'(X_{n+1}) M & \text{if } m'_i = \uparrow M \\ \downarrow \ast \theta'(X_{n+1}) M & \text{if } m'_i = \downarrow M \end{cases}$

The bijection $\kappa : \text{Hom}_{H(n+1)}(H(X)(\Gamma), A) \to \text{Hom}_{H(n)}(\Gamma, \Pi_n(A))$ is defined in a similar way:

$$\theta m_1 \ldots m_p \in \kappa(\sigma)$$

iff

$$\theta' m_1 \ldots m_p \in \sigma$$

with $\theta'(X_i) = \theta(X_i)$ for $1 \leq i \leq n$

and $m'_i = \begin{cases} \uparrow \ast \theta'(X_{n+1}) M & \text{if } m_i = \uparrow M \\ \downarrow M & \text{if } m_i = \downarrow M \end{cases}$

Finally, all the remaining conditions required to have an hyperdoctrine are easily satisfied, so this construction defines a (non-uniform) model of system F. We note $G^*$ this new hyperdoctrine.

4.4 Counterexamples to dinaturality

To prove that $G^*$ is not Strachey parametric we just need a counterexample to the property of dinaturality on simple types, so it will be pretty easy.

Let us consider the types $A = \bot$ and $Z = X_1$, and the 1-strategy $\sigma : A \to Z$ defined by:

$$\sigma = \exp(S) \text{ with } S = \{\theta_1 m_1 n_1, \theta_2 m_2 n_2\}$$

where

$$\theta_1(X_1) = \bot \quad m_1 = \uparrow 0 \quad n_1 = \downarrow 0$$

and

$$\theta_2(X_1) = \bot \to \bot \quad m_2 = \uparrow \uparrow 0 \quad n_2 = \downarrow \downarrow 0$$

The dinaturality diagram for some $\tau : \bot \to (\bot \to \bot)$ writes as follows:
The lower morphism of the diagram is then \( \sigma_1 = \sigma[\bot \rightarrow \bot/X_1] = \exp(S_1) \) with \( S_1 = \{m_2n_2\} \) and the upper morphism is \( \sigma_2 = \sigma[\bot/X_1] ; \tau \). Now if we choose \( \tau \) to be the 0-strategy defined by

\[
\tau = \exp(T) \text{ with } T = \{m_2n_1\}
\]

we obtain \( \sigma_2 = \exp(S_2) \) with \( S_2 = \{m_2n_1\} \), so the dinaturality diagram is not commutative.

The counterexample above works well because the strategy behaves differently depending on the \( \theta \) function. But in fact one can generate a counterexample even when the behaviour of the strategy is independent of that function.

Indeed, consider the strategy \( \sigma : \bot \rightarrow X_1 \) defined by:

\[
\sigma = \exp(S) \text{ with } S = \{\theta mn\}
\]

where

\[
\theta(X_1) = \bot \rightarrow \bot \quad m = \uparrow \uparrow 0 \quad n = \downarrow 0
\]

The dinaturality diagram for some \( \tau : (\bot \rightarrow \bot) \rightarrow (\bot \rightarrow \bot) \) writes as follows:

\[
\begin{array}{c}
\downarrow \quad \sigma[\bot \rightarrow \bot/X_1] \quad \downarrow \rightarrow \bot \\
\downarrow \quad \sigma[\bot \rightarrow \bot/X_1] \quad \downarrow \rightarrow \bot \\
\downarrow \quad \sigma[\bot \rightarrow \bot/X_1] \quad \downarrow \rightarrow \bot \\
\end{array}
\]

So if we choose

\[
\tau = \exp(T) \text{ with } T = \{mn'\}
\]

where \( n' = \downarrow \downarrow 0 \), we have \( \sigma_1 = \exp(S_1) \) with \( S_1 = \{mn\} \) as lower morphism and \( \sigma_2 = \exp(S_2) \) with \( S_2 = \{mn'\} \) as upper morphism of the diagram. So, again, we have a contradiction to dinaturality.

These counterexamples show that dinaturality is wrong for simple types in this model, thus:

**Theorem 2** The hyperdoctrine \( G^* \) is not Strachey parametric.

This is coherent with the fact that we do not have any uniformity property in the model. So, once again, the criterion seems to be in agreement with the intuitive idea behind Strachey parametricity. Can we say then that it perfectly matches the intuition? We shall see in the next section that this is not the case: the property is too strong for some models or syntaxes that are intuitively Strachey parametric.

### 5 The question of totality

In section 3 we have required our strategies to be winning, that is, total and finite (i.e. the set of views of the symbolic strategy is finite). This property was used to prove our central result, Prop. 4. However, it is not a necessary property to build a game model of system F. One can then
wonder what happens if we suppress this property from the model: so, from now on, the strategies will still be considered as uniform, but not winning anymore.

It is easily seen that if we do that we lose the dinaturality on simple types. Indeed, consider the strategy $\sigma_0 = \{\epsilon\}$, which can now be seen as a strategy on any arena $A$. In particular, $\sigma_0 : \top \to X_1$.

The dinaturality property for simple types would imply:

\[
\begin{array}{c}
\top \\
\downarrow \sigma_0 \\
B
\end{array} \quad \begin{array}{c}
\top \\
\downarrow \tau \\
C
\end{array} \\
\begin{array}{c}
\top \\
\downarrow \sigma_0 \\
C
\end{array}
\]

for any $\tau : B \to C$. Now take the strategy $\tau$ such that $c_1 c_2 \in \tau$ with $c_1$ and $c_2$ of shape $\{\}$. Then the upper morphism of the diagram contains at least the play $c_1 c_2$, whereas the lower morphism is just $\sigma_0$.

Note however that the two strategies do not contradict themselves, and this will be a general fact in this model: if both strategies give an answer to a move by $O$ (provided a given history of moves), then they give the same answer. Otherwise said, the upper strategy $\sigma_1$ and the lower strategy $\sigma_2$ are compatible, in the sense that $\tau \sigma_1 \sqcup \tau \sigma_2$ is a compatible set. It would then be tempting to consider a uniform model with strategies defined “up to compatibility”. But compatibility between strategies is not a transitive relation. . .

This failure of dinaturality is a rather puzzling fact because it implies that the model with uniform, but not necessarily winning, strategies does not form a Strachey parametric hyperdoctrine. Whereas the strategies of the model still behave in a proper, intuitively parametric, way. This means that our criterion is not adequate for this model: it is intuitively parametric, without satisfying the criterion. More generally, our criterion can be seen as a sufficient, but not necessary condition for intuitive Strachey parametricity.

Interestingly, and as it is the case with many game semantics features, this model has an equivalent in syntax: it corresponds to a syntax where errors, or loops, can occur. Let us consider for illustration a language containing system F and a term $\text{err}$ such that $\Gamma \vdash \text{err} : A$ for any type $A$ and any context $\Gamma$, and such that it provides an exception any time it is called. Adding this new term does not change the intuitively parametric behaviour of the language.

Then the dinaturality diagram is similar to the one we had with games:

\[
\begin{array}{c}
\top \\
\downarrow \sigma_0 \\
B
\end{array} \quad \begin{array}{c}
\top \\
\downarrow \tau \\
C
\end{array} \\
\begin{array}{c}
\top \\
\downarrow \sigma_0 \\
C
\end{array}
\]

Now choose $C = X \to X$ and $g = \lambda y^X. y$, so that $x : B \vdash g : C$. The upper morphism will be $g$ whereas the lower morphism will be $\text{err}$. So we have a syntax that do not respect dinaturality
for simple types, whereas it is intuitively parametric. Note that similar examples could be built by using terms corresponding to non-finite strategies (finiteness is in fact connected with totality, as a non-finite strategy may interact with another one to produce a non-total strategy).

As a conclusion, we want to stress the fact that the criterion we analysed in this paper is just a tentative criterion for intuitive Strachey parametricity, and might be refined in the future by a more flexible criterion. The requirement of dinaturality, even restricted to simple types, is indeed rather strong, and it might fail for models with a “uniformity” condition, even for reasons not related to totality and finiteness.

This is however a criterion which is true for system F, unlike most known parametricity characterisations, and it has an interesting relationship with second order quantification, although it concerns only simple types. It will be fruitful to study the validity of this criterion for a larger variety of models, and it might lead to define a more general criterion for Strachey parametricity.
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